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LECTURE 1

The Definition of a Dynamical System

[ Dynamical systems studies the long-term behaviour of evolving systems.

What does this mean? As a motivating example, consider a family P of
pigs. See Figure 1.1. Suppose at time k£ = 0,1,2,... there are py pigs in P. Let us
assume that at time k + 1 the number of pigs depends only on the number at time
k. This means that the population can be described by a law of the form

Per1 = f(or), k=0,1,2,...
where f is an appropriate map. Inductively, we see that
pe=f k(p0)7

and hence the behaviour of the population of P is completely determined by initial
number pgy of pigs and the map f.

Figure 1.1: The family P of pigs'.

Moving on from the pigs, let us suppose that the set of possible “states” of a
“system” (be it physical/chemical/ontological/whatever...) are given by a set X
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and that the evolution of said system is described by a map f: X — X. This
means that if the system at time k is given by z;, € X, then at time k + 1 the
system is given by zy1 = f(xy).

In order to get a more mathematically interesting theory, one typically endows
the set X with extra structure. The precise structure one chooses depends on the
nature of the system in question. Throughout these lectures, we will be concerned
with four such flavours of dynamics.

(i) The set X carries a metric d, and hence is a metric space. The study of
this type of dynamics is called topological dynamics, and it will form the
first half of this course.

(ii) The set X carries a measure p, and hence is a measure space. The study of
this type of dynamics is called measure-theoretic dynamics, or sometimes
ergodic theory, and it will form the second half of this course.

(iii) The set X carries a differentiable structure, and hence is manifold”. The
study of this type of dynamics is called differentiable dynamics. We will
come back to this in the first half of Dynamical Systems I1.

(iv) The set X is the complex plane C, or more generally a Riemann surface.
The study of this type of dynamics is called complex dynamics, and this
will form the second half of Dynamical Systems II.

Once one has endowed the set X with extra structure, it makes sense to require
the map f: X — X to preserve this structure. Thus in option (i) we require f
to be continuous, in option (ii) we require f to be measure-preserving, in option
(iii) we require f to be differentiable, and finally in option (iv) we require f to be
holomorphic (or meromorphic).

We begin in the topological setting. Here is our first formal definition.

DEFINITION 1.1. A topological discrete dynamical system consists of a metric
space X and a continuous map f: X — X.

Since this is rather a mouthful, whenever possible we will omit both the adjec-
tives topological and discrete and simply call f a dynamical system.

The word “discrete” in Definition 1.1 refers to the fact that time takes integer
values k = 0,1,2... We will discuss the “continuous” time version later this lecture.

REMARK 1.2. We could also work on an arbitrary topological space, rather than
restrict to metric spaces. This is more general (since not every topological space
is metrisable). However for us this extra level of abstraction is unnecessary—all of
our interesting examples of topological dynamical systems occur on metric spaces.
Therefore to minimise the topological prerequisites of this course we will work solely
with metric spaces.

2If you are not familiar with manifolds, don’t worry! There will be no manifolds in Dynamical
Systems I, and in Dynamical Systems II we will cover the basics of manifold theory from scratch.
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Sometimes we wish to be able to let time run backwards, and be able to compute
the value xy_; from x;. For this to make sense the map f needs to be invertible
and have a continuous inverse.

DEFINITION 1.3. A dynamical system f: X — X is reversible if f is a homeo-
morphism.

REMARK 1.4. By definition, all the dynamical systems we consider in this course
are deterministic. This means that for any state xz; there is a unique state xp,,
that the system can take at time k + 1 (namely, zx11 = f(xy)). Of course not
all systems that occur in “real life” are deterministic. Perhaps the simplest such
example is a coin toss. Take

X = {heads, tails},

and declare that at time k the system is in the state “heads” if the kth coin toss
resulted in heads, and likewise for tails. This system is clearly not deterministic,
as it is not possible to predict what state the system will be in at time k + 1 given
knowledge of what state the system was at time k.

This is an example of a stochastic dynamical system, where instead of there
being a unique state z,,; that a state z; can attain, there is a probability distri-
bution that governs the possible values of x;.,. Stochastic dynamical systems are
extremely important in real-world applications. However they are more complicated
to handle mathematically, and we will not even touch upon them.

Going back to our previous example of the family P of pigs, let us suppose that
the change in pj is proportional to its size, that is, there exists a constant ¢ > —1
such that

Pr+1 — Pk
Pk
Thus prr1 = (1 + ¢)pr and the corresponding dynamical system can be described
by

= C.

i [07 00) — [07 o), f(fl?) = (1 +C)x'

This model isn’t very realistic though. Pigs like to eat lots of food, and unfortu-
nately there isn’t an unlimited amount of food. So let us assume that the surround-
ings limits the maximum size of P, say by a number N > 0. One way to implement
this would be to assume that

Dk

Rescaling by
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we see that
Ty = axp(l — xy).

This leads us to our first example of a dynamical system.



EXAMPLE 1.5. The logistic map with value a is the dynamical system®’

Aot R — R, Ao(2) = az(1l — z).
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Figure 1.2: Plots of ', \,, and A\,.

Despite its simple form, for certain values of a the map A\, can exhibit very
complicated—or chaotic—dynamics. We will come back to this in Lecture 4 when
we define chaos precisely. The name “logistic” comes from the fact that this is the
discrete time version of the logistic population growth model discovered by the Bel-
gium mathematician Verhulst, who was one of the pioneers of population dynamics.

Let us now give a few of the basic definitions.

DEFINITION 1.6. Given a dynamical system f: X — X the orbit of a point x € X,
written as Oy (z) is the set

Os(x) = {f*x) | k=0,1,2,... }.

If f is a reversible dynamical system then we can also look at the negative
orbit
Of (z) = Opr(x) = {f " (z) | k=0,1,2,...},

and the total orbit
O (z) = Of(z) U Of () = {f*(x) | k € Z}.
The simplest case is when the orbit consists of a single point.

DEFINITION 1.7. A point x is called a fixed point of f if f(z) = z, so that
Of(x) = {x} We denote by fix(f) the set of fixed points of f.

Returning to the logistic map, one readily sees that provided a # 0, one has
fix(Aa) = {0,1—1}.

More generally, we can look at points that are fixed by some iterate of f.

3Note that we consider the domain and range of A, to be the entire real line R. Mathematically
this makes perfect sense, but as a model for population growth it loses its meaning for negative
values of z. (One cannot speak of a family P of -5 pigs, for instance.)
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DEFINITION 1.8. A point z € X is called a periodic point of f if there exists
p > 1 such that fP(x) = x. We call such p a period of . The minimal such p is
called the minimal period of the periodic point x. We denote by per(f) the set
of periodic points of f. Thus

per(f) = | J fix(f*).

Here is another example that we will come back to time and time again.

EXAMPLE 1.9. Let S' = R/Z denote the unit circle. Given 6 € [0,1) the circle
rotation with angle 6 is the reversible dynamical system

po: St — St po(x) ==z + 6 mod 1.

The dynamics of py depend on whether 6 is a rational or an irrational number.
We will see many examples of this of during the course. For instance, on Problem
Sheet A you will prove:

LEMMA 1.10. The circle rotation pg satisfies:

Sl geq,
per(pp) = {® 6¢0.

Moreover if 6 ¢ Q then O,,(x) = S* for every x € S*.
Here is another example of a dynamical system on S*. This one is not reversible.

ExAMPLE 1.11. The circle expansion of order k is the dynamical system
er: St — St er(z) = kxz mod 1.
We usually call e; the doubling map.

REMARK 1.12. Sometimes it is more convenient to view S! as the unit circle in C.
In this case the circle rotation py is given by

PG(Z) — 627ri9z

bl

and the circle expansion ey, is given by
er(z) = 2"

REMARK 1.13. Suppose f: X — X is a dynamical system. If z € per(f) then
clearly Of(x) is a finite set, and when f is reversible the converse holds. However
without the reversibility assumption it may fail, as the doubling map shows: O, (%)
is the finite set {0, %} but % is not a periodic point of es.

An easy way to produce new dynamical systems from old ones is by restricting
to invariant sets.



DEFINITION 1.14. Suppose f: X — X is a dynamical system. A subset A C X is
called f-invariant or simply invariant if f(A) C A.

Thus if A is an invariant set then the restriction f|4: A — A is also a dynamical
system. Two examples of this are:

o If x € fix(f) then {x} is an invariant set for f. In this case the dynamical
system f[(y: {#} — {«} is not very interesting.

e If 0 < a <4 then [0,1] is an invariant set for A\,: R — R. (Exercise: Check
this.)

REMARK 1.15. Suppose f: X — X is a dynamical system and A C X is an
invariant set. Then by continuity of f, the closure A of A is also an invariant
subset. Thus any invariant set can be replaced by a closed invariant set.

DEFINITION 1.16. Suppose f: X — X is a dynamical system. An invariant subset
A is called completely invariant if f(A) = A.

REMARK 1.17. If f is reversible and A is completely invariant then f|, is also
reversible. Moreover for a reversible system f a subset A is completely invariant if
and only if it is both f-invariant and f~!-invariant.

Every mathematical theory has its own notion of isomorphism.

DEFINITION 1.18. Suppose f: X — X and ¢g: Y — Y are dynamical systems. We
say that f and g are topologically conjugate, or just conjugate if there exists
a homeomorphism H: X — Y such that go H = H o f:

x —75 . x

Y ———— Y
We write f ~ g to indicate that f and g are conjugate. If we want to explicitly

mention the conjugacy H we write f ~p g.

LEMMA 1.19. Conjugacy is an equivalence relation on the class of dynamical sys-
tems.

Proof. Clearly f ~ f for any f. Moreover if f ~y g then g ~y-1 f. Finally if
f~ggand g ~g h then f ~g.g h. [ |

Here is another example of a dynamical system.
ExXAMPLE 1.20. The tent map is the dynamical system on [0, 1] defined by
7:[0,1] — [0, 1], 7(z) = 2min{z, 1 — z}.

Equivalently,

a) = {Zx, z € 0,1/2],

2—2r, xell/2,1],

which explains the name “tent”. See Figure 1.3.

6



11

10.8

106

+0.4

10.2

4’ 0.2 0.4 0.6 0.8 1

—>

H

Figure 1.3: Plots of 7, 77, and

Comparing the two red lines in Figures 1.2 and 1.3 suggests that the tent map
might be conjugate to 4. This is indeed the case. On Problem Sheet A you will
prove:

LEMMA 1.21. The tent map 7 is conjugate to Ao 1]-
A weaker notion than conjugacy is the following:

DEFINITION 1.22. Suppose f: X — X and ¢g: Y — Y are dynamical systems.
We say that ¢ is a (topological) factor of f if there exists a continuous map
F: X — Y with dense range such that F'o f =go F.

X
Fk
Y

One calls F' a semiconjugacy.

;)X

f

REMARK 1.23. If X is compact and F': X — Y is a continuous map with dense
range then F'is necessarily surjective.

_—
g

The simplest example of a factor comes from products:

EXAMPLE 1.24. Suppose f: X — X and g: Y — Y are dynamical systems. Then
the product dynamical system is

fxg: X xY = X xY, (z,y) = (f(x),9(y))-

This dynamical system has both f and g as factors, where the semiconjugacy is the
projection onto X and Y respectively.

In all the examples so far, “time” has taken discrete values £ = 0,1,2,.... In
many physical systems of interest however, it is desirable to let time be continuous.
It is quite easy to adapt the definitions to suit this case, as we now explain. In order
to keep the discussion concise, we jump immediately to the topological category,
and focus only on the reversible case.



DEFINITION 1.25. Let X be a metric space. A topological flow (or just flow)
on X is amap ®: R x X — X which is continuous with respect to the product
topology such that

®(0,x) =z, Vo e X, (1.1)

and
O(s, P(t,z)) = P(s + t,x), Vre X, st eR. (1.2)

Associated to a flow @ is a family of maps ¢,;: X — X for t € R defined by

oi(x) = D(t,x).

From this point of view the two properties (1.1) and (1.2) are rather more natural:

v = id, s O Pt = Pyt (1.3)

This shows that the maps ¢; are necessarily homeomorphisms, since taking s = —t¢
in (1.3) tells us that o, ' = ¢_,.

A flow on X can therefore be thought of as describing the evolution of a deter-
ministic system where time is a continuous parameter. The condition ¢y = id tells
us that at time ¢ = 0 the system is at rest.

REMARK 1.26. Flows are always reversible (by definition). There is an analogous
notion of a semiflow, which is a continuous map ®: [0,00) x X — X satisfying
(1.1) and (1.2), and this plays the role of a “non-reversible” flow. Nevertheless,
for us all the continuous-time dynamical systems we will have cause to study are
reversible, and so we will work exclusively with flows.

Convention: We will typically use capital Greek letters ®, U to denote flows.
Moreover we will without comment always use the corresponding lowercase Greek
letter to denote the associated family of maps (thus ¢; corresponds to ® and
corresponds to U, etc).

Before stating the next result, let us introduce a convention that will hold
throughout the entire course: anything marked with a (&) is non-examinable.
There are various reasons for marking something with a (&):

e it is only tangentially related to the course,
e it is rather technical or difficult,
e it is just a sketch,

e it requires more background knowledge (eg. differential geometry, func-
tional analysis, etc) than the rest of the course assumes.

This following statement allows us construct many examples of flows.



ProrosIiTION 1.27. Let F': R® — R"™ be a Lipschitz continuous map satisfying
F(0) =0. Then for any x € R", the initial value problem

{u’(t) = F(u(t)), (1.4)

has a unique solution u,(t) which is defined for all t € R. Moreover the map
O(t, 1) = u,(t) (1.5)
is a flow on R".

The proof is not particularly hard, but since it involves ideas better suited to a
class in analysis, it is non-examinable.

(&%) Proof. It follows from standard ODE theory that the initial value problem
(1.4) has a unique solution u,(t) which is defined for ¢ in some interval containing
the origin. Moreover (¢, z) — u,(t) depends continuously on both ¢ and z.

Fix now a point x € R". Let us show that u, is defined for all ¢ € R. Since F
is Lipschitz, there exists a constant C' > 0 such that ||F(y) — F(2)|| < C|ly — z|| for
all y, 2z € R™. Then since

ug(t) =2+ /0 F(u.(s))ds, (1.6)

[ tsinas

s (B)]] < [l e,

From this it follows that u, is defined for all ¢ € R.
Next, fix s € R and consider the map v: R — R™ defined by v(t) = u,(s + t).
Then v(0) = u,(s) and

we obtain

Y

[ua (O < [zl +C

and hence®

V(t) = up(s +1) = Flua(s +1)) = F(o(t)).

Thus v is also a solution on the initial value problem (1.4) with initial condition
v(0) = u,(s). Thus by the uniqueness of solutions with prescribed initial conditions
it follows that

U(t) = uuz(s) (t)
This tells us that the map ® from (1.5) satisfies

O(s+t,x) = P(s, (L, x)),

and hence is a flow. This completes the proof. [ |

4This is an application of the Gronwall Lemma.
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ExaMPLE 1.28. Apply Proposition 1.27 with F' equal to the logistic map A, from
Example 1.5. The resulting flow is the continuous-time version of the logistic dy-
namical system. Taking a = 1 and restricting to [0, 1] for simplicity, one can solve
the ordinary differential equation

u'(t) = ut)(1 — u(t))

by separating variables and integrating by partial fractions to see that the flow
@2 [0,1] — [0,1] is given by

xet

- 1+ z(et —1)

wi(z)

Many of the basic definitions are formally identical for lows—one just substi-
tutes “for all k € Z” with “for all £ € R”. In order to avoid duplicating material
unnecessarily, in later lectures we will often leave you to fill in the details. However
since today is the first lecture, we will be friendly and write everything out.

DEFINITION 1.29. Given a flow ® on X, the orbit Og(z), the negative orbit
Oy (z), and the total orbit O (x) are defined as you expect:

Op(x) ={p(z) [t >0},  Og(x) = {p(x) |t <O},
and
O (z) == Og(z) U Og () = {p:(z) | t € R}
DEFINITION 1.30. For a flow & we define

fix(®) ={r e X | p(z) =z forallt € R} = ﬂfix(sot)

t>0

Similarly we say a point # € X is periodic if there exists 7' > 0 such that @ (z) =
x, and we call such 7" a period of x. (Note it is important that we require 7" to
be strictly positive!) The infimum of such T is said to be the minimal period’ of
the periodic point z, and we set

per(®) = {x € X | x is a periodic point of ®}.

Thus

per(®) = Ufix(cpt).

t>0

Next, the notion of invariant sets is defined similarly:

DEFINITION 1.31. Let ® be a flow on X. A subset A C X is invariant if p,(A) C A
for all ¢ > 0, and completely invariant if ¢;(A) = A for all t € R. If A is
completely invariant then ®|g. 4 is a flow on A.

The notion of conjugacy in the continuous case is slightly more subtle though.

5This implies that the minimal period of a fixed point is 0. For any periodic point which is
not a fixed point, the minimal period is strictly positive (and the infimum is a minimum).
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DEFINITION 1.32. Let ® be a flow on X and ¥ be a flow on Y. We say that & and ¥
are topologically conjugate, or just conjugate if there exists a homeomorphism
H: X — Y such that ¢, 0o H = H o p; for all t € R:

X —% X

YT>Y

Similarly we say that U is a (topological) factor of ® if there exists a continuous
map F': X — Y with dense range such that F o ¢, =10 F for all t € R.

Actually for flows this notion of conjugacy is often too restrictive to be useful
(i.e. there exist flows that we would like to consider to be “isomorphic” yet they
are not conjugate). We therefore conclude this lecture by introducing a weaker
notion—orbit equivalence—which is typically more useful.

DEFINITION 1.33. Let ® and ¥ be two flows on the same space X. We say that
U is a time change of ® if for every x € X both the orbit and the negative orbit
agree,

Og(x) = Ogy(x) and  Og(z) = Oy(z), Ve X. (1.7)
REMARK 1.34. Equation (1.7) implies that the total orbits are also preserved:
Oal(z) = OF* (), VrelX. (1.8)

However (1.7) is stronger than (1.8). Indeed, if we set ¢y = ¢_; then (1.8) is
satisfied but (apart from in trivial cases) (1.7) is not. Thus time changes also
require the “direction” of time to be preserved.

The next lemma clarifies the nature of time changes.

LEMMA 1.35. If U is a time change of ® then fix(V) = fix(®). Moreover we can
write

wt<x) = La(t,z) (Q?),
where av: R x X — R is a map such that

(i) a(-,z): R = R is surjective and strictly increasing for each x € X.

(ii) For all s,t € R and « € X one has

a(s+t,z) = at,r) + a(s,P(z)). (1.9)

Conversely, if such a map « exists then ¥ is a time change of .

Proof. The existence of « satisfying (i) is clear. Equation (1.9) is just (1.3) applied
to ¢t- |

11



DEFINITION 1.36. Let ® be a flow on X and ¥ be a flow on Y. We say that ® and
U are orbit equivalent if ¥ is conjugate to a time change of ® (in the sense of
Definition 1.32). Similarly we say that ¥ is an orbit factor of ® if ¥ is a factor
of a time change of ®.

REMARK 1.37. The relationship of being orbit equivalent is another equivalence
relation on the set of flows. It is clear that if ® and ¥ are conjugate then they are
also orbit equivalent, but the converse is not true. (Exercise: Find an example of

this.)

We will not study flows much in this course. This is because most of the
interesting ideas are already contained in the discrete setting, and as the discussion
above shows, flows are often more complicated to handle. Nevertheless, flows will
crop up now and again (mainly in the Problem Sheets), and we encourage the
interested reader to correctly restate (and reprove) all the results from the course
for flows.

12



LECTURE 2

Transitivity and Minimality

In the previous lecture we looked at the case where the orbit Oy (z) of a point x
was as small as possible (i.e. fixed points and periodic points). Now we investigate
the other extreme, when the orbit is as large as possible. Since an orbit Of(x) is
certainly at most countable (and most interesting metric spaces are not countable),
it doesn’t make sense to investigate points whose orbit is the entire space. Therefore
we look at the next best thing: points z € X whose orbit Oy(z) is dense in X.

The following definition is the most important one of this lecture. As we will
see below, under mild hypotheses on the metric space this definition guarantees
(many) dense orbits.

DEFINITION 2.1. A dynamical system f: X — X is called topologically transi-
tive, or just transitive, if for any pair U, V' of non-empty open subsets of X, there

exists some k > 0 such that f*(U)NV # 0.

REMARK 2.2. The transitivity condition is stronger than it appears at first sight.
Indeed, as you will prove on Problem Sheet A, if f: X — X is transitive then for
any pair U, V' of non-empty open subsets there are actually infinitely many distinct
k > 0 such that f*(U) NV # (). This remarkable “recurrence” feature of transitive
maps is the main reason why their dynamics are interesting.

A first easy lemma about transitive systems is:
LEMMA 2.3. A transitive dynamical system has dense range.

Proof. Let f: X — X be a dynamical system whose range is not dense. This means
that there exists an open set V such that f(X)NV = (). After possibly shrinking V,
there exists' an open set U such that UNV = (). Since f*(U) C f¥(X) C f(X) for
all k > 1 we also have f*(U)NV = () for all k > 0, and hence f is not transitive. ®

We will shortly investigate which of the examples from the last lecture are
transitive, but before doing so let us give several equivalent reformulations.

PrROPOSITION 2.4. Let f: X — X denote a dynamical system. Then following
four conditions are equivalent.

(i) f is transitive.

(ii) X cannot be written as a disjoint union X = AU B where both A and B
have non-empty interior and A is f-invariant.

(iii) For any non-empty open subset U C X, the set | J;—, f*(U) is dense in X.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
IThe existence of such an open set U is clear, since X is a metric space (and thus Hausdorff).
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(iv) For any non-empty open subset U C X, the set |J;—, f~*(U) is dense in X.

Proof. We first prove that (i) implies (ii). Suppose that X = AUB with ANB = (),
and suppose that f(A) C A. Then A° (the interior of A) and B° are open sets
such that f*(A°)N B° =0 for all k > 0. By (i) at least one of A° and B° must be
empty.

Now let us prove that (ii) implies (iii). For this, suppose U is a non-empty open
subset, and set A == [J;—, f*(U) and set B := X \ A. Then clearly A is f-invariant
and has non-empty interior (since A contains the open set U). Thus by (ii), B must
have empty interior, which is means that A is dense in X.

Next, (i) and (iii) are obviously equivalent, and to see that (iii) and (iv) are
equivalent, note that f*(U) NV is non-empty if and only if U N f=*(V) is non-
empty. This completes the proof. [ |

COROLLARY 2.5. If f is reversible then f is transitive if and only if f=! is.

Proof. This is immediate from the equivalence of (iii) and (iv) of Proposition 2.4. =

Armed with Proposition 2.4, we can prove:
LEMMA 2.6. The tent map 7 is transitive.

Proof. To see this, note that 7% is the piecewise linear map with 7%(2i/2%) = 0 for
i=0,1,...,2"" and 7%((2i — 1)/2F) = 1 for i = 1,2,...2*1. Thus 7% has 2¢~!
“tents”. See Figure 1.3 again. Now suppose U C [0,1] is open and non-empty.
Then U contains an interval I of the form I = [i/2* (i + 1)/2*] for some k and
some i. Then 7%(I) = [0, 1], and hence also 7%(U) = [0, 1]. ]

On Problem Sheet A you will prove:
LEMMA 2.7. The circle rotation py is transitive if and only if 0 is irrational.

As mentioned above, under reasonable assumptions on X, a transitive dynami-
cal system has (many) dense orbits. Here are the details.

NOTATION. If X is a metric space then we write B(z,r) for the open ball of radius
r about x € X, and B(z,r) for the _closed ball. If it is important to specify the
metric d then we write By(z,r) and By(z, 7).

Recall a metric space is complete if every Cauchy sequence converges. You are
hopefully already familiar with the next foundational result, but in case not, we
supply a proof anyway.

THEOREM 2.8 (The Baire Category Theorem). If X is a complete metric space and
{Uy}r>1 is a collection of open dense subsets of X then (|, Uy, Is also dense in X.

This proof is non-examinable, since it belongs to a course on point-set topology.

(&) Proof. Let V be a non-empty open subset. We need to show there exists a
point z € V such that x € U, for all k. Since U; is open and dense, there exists
r1 € VNU; and 0 < r; < 1 such that B(zy,7) € V NU;. Since each Uy, is open
and dense, we can continue recursively to find sequences z; and 0 < r, < 1/k such
that B(zg, ) € B(xp_1,7%—1) N Uy. Since z,, € B(xy, ) whenever n > k, the
sequence (zy) is a Cauchy sequence. Since X is complete, it converges to a point x
which satisfies * € B(xy, ) for all k. Thus x € V N U}, for all k. This completes
the proof. [ |



A metric space is separable if there exists a countable dense subset. Here is
our promised result:

PrROPOSITION 2.9. Let f: X — X be a transitive dynamical system on a separable
complete metric space. Let

D(f) ={z € X | Of(z) is dense in X'} .
Then D(f) is itself dense in X (and thus in particular, non-empty).

Proof. Since X is separable there exists a countable collection of open sets {Uy }r>1
which form a basis for the topology on X (take a countable dense set, and then
take all open balls of rational radii about those points). A point x € X has a
dense orbit if and only if for every k there exists a non-negative integer n such that
f™(z) € Ug. This means that

D)= .

k=1 n=0

Since f is transitive, each set (J,—, f~"(Uy) is itself dense (and open, since f is
continuous), by the equivalence of parts (i) and (iv) of Proposition 2.4. Thus by
the Baire Category Theorem 2.8, D(f) is a dense subset of X. In particular it is
non-empty. This completes the proof. [ |

The converse to Proposition 2.9 is (almost) true. The only difference is that
we require different hypotheses on X. Recall that an isolated point in a metric
space X is a point x € X with the property that {z} is an open subset of X.
For example, if X = {0} U [1,2] (considered as a subset of the real line, with the
induced topology), then there is precisely one isolated point, namely 0.

LEMMA 2.10. Let f: X — X be a dynamical system on a metric space with no
isolated points. If z € X has a dense orbit then so does f*(x) for any k > 1.

Proof. Note that O(f*(x)) contains the set Of(z) \ {z, f(x), f2(z),... fF1(z)}.

In a metric space without isolated points, a dense set remains dense after removing
finitely many points. Thus if O(z) is dense then so is O;(f*(z)). ]

COROLLARY 2.11. Let f: X — X be a dynamical system on a metric space with no
isolated points. If there exists a point x € X with dense orbit then f is transitive.

Proof. Suppose x has a dense orbit and U and V' are non-empty open sets. Then
there exists k > 0 such that f*(z) € U. Since f*(z) has a dense orbit by Lemma
2.10, there exists n > k such that f"(z) € V. Thus f"*(U)NV # (. This
completes the proof. [ |

Let us now discuss a strengthening of the notion of transitivity.

DEFINITION 2.12. A dynamical system f: X — X is called minimal if for every
point x € X, the orbit O (z) is dense in X.

Lemma 1.10 shows that irrational rotations are minimal. The same argument
as in the proof of Corollary 2.11 shows:



COROLLARY 2.13. A minimal dynamical system is transitive.

If a dynamical system is minimal then it cannot have fixed or periodic points
(apart from trivial cases when the metric space is finite). Thus the tent map is an
example of a dynamical system that is transitive but not minimal.

There is an analogous version of Proposition 2.4 for minimal dynamical systems,
which goes as follows:

ProrosiTION 2.14. Let f: X — X be a dynamical system. The following are
equivalent:

(i) f is minimal.
(ii) The only closed invariant sets of X are X itself and the empty set.
(iii) For any non-empty open subset U C X, one has Uy, f*(U) = X.

Proof. To see that (i) implies (ii), suppose that A C X is a non-empty closed
invariant set. Let € A. Then since A is invariant, Of(xz) C A. Since A is closed
we have Of(x) C A. But since f is minimal, Os(z) = X, and thus A = X.

To see that (ii) implies (iii), let U C X be a non-empty open set. Then A :=
X\UrZ, f7%(U) is closed and invariant. Since A # X, by (ii) we must have A = 0.

Finally to see that (iii) implies (i), let x € X and let U be an arbitrary non-
empty open subset. Then by (iii), x € f~%(U) for some k > 0. Thus f*(x) € U,
and hence O¢(x) NU # (. Since U was arbitrary, Of(z) is dense. This completes
the proof. [ |

In general minimality is a less useful condition than transitivity, since it is too
restrictive. Nevertheless, sometimes the restriction of a dynamical system to an
invariant set can be minimal, even if the entire dynamical system is not.

DEFINITION 2.15. Let f: X — X be a dynamical system. A non-empty closed
invariant set A C X is called minimal if the restriction f|4: A — A is minimal.

Before proving the next result, we recall Zorn’s Lemma.

AX10M 2.16 (Zorn’s Lemma). Let S be a partially ordered set. If every totally
ordered subset of S has an upper bound, then S contains a maximal element.

Zorn’s Lemma is equivalent to the Axiom of Choice (note: we used the Axiom
of Choice in the proof of the Baire Category Theorem!). Now recall the following
elementary bit of point-set topology.

DEFINITION 2.17. Let X be a set and A = {4, | j € J} be a collection of subsets
of X. We say that A has the finite intersection property if given any finite
subset Jy C J, one has [, A; # 0.

The finite intersection property can be used to characterise compactness:

PROPOSITION 2.18. A topological space X is compact if and only if every collection
of closed sets having the finite intersection property has non-empty intersection.



() Proof. Let {A, | j € J} be a collection of closed sets having the finite inter-
section property. Set U; .= X \ A;. Then {U; | j € J} is a collection of open sets
with the property that for any finite set Jy C J, the collection {U; | j € Jy} does
not cover X. Moreover if (. ; A; = 0 then {U; | j € J} is an open cover of X with
no finite subcover. This shows that the hypotheses of the proposition are merely a
restatement of the definition of compactness. [ |

This allows us to prove that dynamical systems on compact metric spaces always
have minimal sets.

ProprosITION 2.19. Let f: X — X be a dynamical system on a compact metric
space X. Then f has a minimal set”.

Proof. Let F denote the collection of all closed non-empty f-invariant sets. Then
F # () since X € F. We define a partial ordering on F by saying that A < B
if B C A (i.e. reverse inclusion). Suppose A C F is a totally ordered subset.
We claim that A has an upper bound. Indeed, it is clear that A has the finite
intersection property. Thus by Proposition 2.18, (4.4 A # 0, and since we are
using reverse inclusion, this is an upper bound for A under <.

Thus by Zorn’s Lemma 2.16, F has a maximal element. By the equivalence of
(1) and (ii) in Proposition 2.14, this maximal element is a minimal set for f. This
completes the proof. [ |

Finally, let us conclude by briefly mentioning how today’s material translates
to flows. There are a few important differences in the statements.

DEFINITION 2.20. Let ® be a flow on X. We say that ® is (topologically)

transitive if for any pair U, V' of non-empty open subsets of X, there exists some
t > 0 such that ¢, (U) NV # 0.

The next result is also on Problem Sheet A. This result is not true for discrete
dynamical systems.

LEMMA 2.21. Suppose ® is a transitive flow on X. Then X is connected.

The next result is proved in the same fashion as Proposition 2.9. The conclusion
is slightly stronger since flows are always reversible by definition (compare Lemma,
2.5).

PROPOSITION 2.22. Suppose X is complete and separable, and that ® is a transitive
flow on X. Let

D(®) == {z € X | O(x) and O (z) are dense in X} .
Then D(®) is dense in X.

We move onto the flow version of Corollary 2.11. This time we do not need to
assume that X has no isolated points in the statement. This is because the orbits
of flows are connected subsets.

2This is arguably the single most “abstract” result in the entire course. It is the only time we
will explicitly appeal to Zorn’s Lemma.



PROPOSITION 2.23. Suppose there exists a point © € X such that both Og(z) and
Oy (z) are dense in X. Then ® is transitive.

We leave it up to you to formulate the minimality property for flows, and prove
the analogue of Proposition 2.19.



LECTURE 3

The Non-Wandering Set and Its Friends

In this lecture we will define an entire menagerie of invariant sets associated to a
dynamical system f: X — X. So far we have met two: the fixed points, and the
periodic points, which satisfy

fix(f) < per(f)-

DEFINITION 3.1. Let f: X — X denote a dynamical system, and let z € X. The
w-limit set of f at =, written wy(z), is the set of all points y € X for which there
exists a sequence k, — oo such that f*(x) — y.

Equivalently,

wr(e) = (YU @) = () Os(F*(@))- (3.1)

k=1n>k
We have the following result.

PROPOSITION 3.2. The set wy(x) is a closed invariant subset of X. If X is compact
then wy(x) is non-empty and completely invariant.

Proof. Suppose yi, € wy(z) converges to y. We want to show that y € wy(z). For
each j > 1, choose k; such that d(yx;,y) < 277, Then choose numbers n; such that
d(f"(z),yr,;) < 277, and such that n; < n;y;. Then by the triangle inequality,
d(f™(x),y) < 2'79, and hence y € wy(x). This shows that wy(z) is closed. It is
clear that f(wy(x)) C we(x).

Now suppose that X is compact. Then wy(z) is certainly non-empty. It remains
to show complete invariance. Let y € wy(x). Choose k, — oo such that f*(z) — .
Compactness tells us that, after passing to a subsequence if necessary, f*~1(x)
converges to some point z € X. Thus f*(x) — f(z), and hence f(z) = y. Since
z € wy(x) we thus wy(x) C f(wys(z)). This completes the proof. |

COROLLARY 3.3. Suppose A is a minimal set for f. Then wy(x) = A for all x € A.
Conversely if A is any non-empty compact subset of X with the property that
we(z) = A for all x € A then A is minimal.

Proof. By assumption A is closed, invariant and non-empty. If x € A then

wi(z) = () O (F*(@))
= () O, (fF (@)
k=1

ey
k=1

= A
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To prove the converse, the assumption implies in particular that A is invariant.
Thus by Proposition 2.19 there exists a minimal set B C A for f|4. The argument
above shows that ws(z) = B for all x € B, whence A = B. This completes the
proof. [ |

COROLLARY 3.4. Let f: X — X be a dynamical system on a metric space without
isolated points. Then a point x has dense orbit if and only if wg(x) = X

Proof. If wg(x) = X then the orbit of x is certainly dense (this doesn’t require X
to have no isolated points). Conversely, Lemma 2.10 and (3.1) shows that if z has
dense orbit then wy(z) = X. ]

DEFINITION 3.5. Assume that f is reversible, and fix x € X. The a-limit set of
[ at x, written ay(x), is the w-limit set for f~' at x:

ap(x) = wp-1(x).

Thus y € a(x) if and only there exists a sequence k,, — oo such that = (z) — y.

ar(e) = (VU f@).

k=1n>k

A periodic point z has the property that f*(x) = z for infinitely many k& > 0.
Generalising this, we say a point x is recurrent if f*(x) is arbitrarily close to x for
infinitely many k£ > 0. This can be expressed concisely as follows:

DEFINITION 3.6. Let f: X — X be a dynamical system. A point x € X is called
a recurrent point if x € wy(x). The set of recurrent points is denoted by rec(f).

Obviously one has per(f) C rec(f).
LEMMA 3.7. The set rec(f) is invariant.

Proof. If x € rec(f) then there exists k, — oo such that f* (x) — x. Thus
also f*(f(x)) = f(f*(z)) — f(x) and hence f(x) € rec(f). This completes the
proof. [ |

REMARK 3.8. The set fix(f) is always closed in X (by continuity). In contrast,
neither per(f) nor rec(f) are necessarily closed subsets of X.

Next we define the notion of a non-wandering point, which is a further gener-
alisation of a recurrent point.

DEFINITION 3.9. A point x € X is called a non-wandering point if for any
neighbourhood! U of z there exists k > 1 such that f*(U) NU # 0. The set of
non-wandering points is denoted” by nw(f).

'We use the convention that in a topological space, a neighbourhood of a point is an open
set containing that point.

2Many books use the notation Q(f) to denote the non-wandering set. We prefer nw(f) as it
is (a) more descriptive and (b) less likely to be confused with the w-limit sets.



REMARK 3.10. If f is transitive then nw(f) = X. This does not quite follow
immediately from the definitions, since the definition of transitivity requires & > 0
and here we require k > 1. However by Problem A.5 (see also Remark 2.2) if f is
transitive then for any non-empty open U there exist infinitely many k£ > 0 such

that f5(U)NU # 0.
ProprosITION 3.11. Let f: X — X be a dynamical system.
(i

) The non-wandering set is closed and invariant.
(ii) One has w¢(z) C nw(f) for all x € X.
)

)

(iii) One has rec(f) C nw(f).

(i

Proof. To see that nw(f) is closed, we show its complement is open. If = & nw(f)
then there exists a neighbourhood U of x such that f*(U)NU = 0 for all k > 1,
and hence all points y € U also do not belong to nw(f). Thus X \ nw(f) is open.

Now we show nw(f) is invariant. Let x € nw(f), and let V' denote a neighbour-
hood of f(x). Then U = f~!(V) is a neighbourhood of z, and hence there exists
some k > 1 such that f*(U)NU # 0. The image of this intersection under f is
contained in f*(V) NV, and hence the latter is non-empty. Thus f(z) € nw(f).
This proves (i).

Next, suppose x € X and y € ws(z). Let U be a neighbourhood of y. We want
to find some k > 1 such that f*(U) N U is non-empty. In other words, we want to
find 2 € U and k > 1 such that f*(z) € U. Since y € wy(z) there exists k, — 0o
such that f*(z) — y. Thus there exists k,, < k,, such that both f*m(z) € U and
fEm(z) € U. Set z = fFmo(x) € U and k = k,,, — ky,. Then f*(2) € U as required.
This proves (ii).

By definition rec(f) € J,cy ws(2), and thus by (ii) we have rec(f) C nw(f).
Since nw(f) is closed by (i), we also have ref(f) C nw(f). This proves (iii).

Finally, if f is reversible and x € nw(f), then for every neighbourhood U of x
there exists k& > 1 such that f5(U)NU # (). The f~*-image of this intersection
is contained in U N f~%(U), which is non-empty, and hence x € nw(f~!). Thus
nw(f) C nw(f™!), and by symmetry, the two sets are equal. Thus

FHow(f) = fHnw(f7h) S nw(f~1) = nw(f),

so nw( f) is completely invariant. This proves (iv) and thus completes the proof. =

v) If f is reversible then nw(f) = nw(f™!) and nw(f) is completely invariant.

1

REMARK 3.12. On Problem Sheet B sheet you will show that if z € nw(f) then for
any neighbourhood U of  there exist infinitely many k& > 1 such that f*(U)NU # ().

We now move onto the final invariant set. For this set the choice of metric d on
X is important, so we include it in our notation.

DEFINITION 3.13. Let f: X — X be a dynamical system on metric space (X, d).
A tuple (y1,...,yx) is called an e-chain if

d(f(yz),yzﬂ) <eg, Vi<i<k-1.



We say that x is e-pseudo-periodic if there exists an e-chain that starts and ends
at x. Finally, we say that = is chain recurrent if x is e-pseudo-periodic for all
e > 0. The set of all chain recurrent points is denoted by chay(f).

REMARK 3.14. Here is an informal way to think about chain recurrent points.
Suppose our “measuring device” that we use to “observe” points in X is accurate
only to the nearest €. All measurements of real-world dynamical systems have this
defect to some extent. Then as far as our measuring device is concerned, a periodic
orbit is indistinguishable from an e-pseudo-periodic orbit. Thus a chain recurrent
point is a point which is indistinguishable from a periodic point for an arbitrarily
precise measuring device.

The chain recurrent set is another closed invariant subset. It is the “largest” of
the various sets we have defined so far.

PROPOSITION 3.15. Let (X,d) be a metric space and f: X — X a dynamical
system. Then the chain recurrent set chay(f) is a closed invariant subset which
contains nw(f).

Proof. We first prove that cha,y(f) is closed. Fix x € chay(f) and € > 0. Since f is
continuous at x, there exists 0 < § < £ such that

dz,y) <6 = d(f(z), f(y) <e. (3.2)

Now choose y € chay(f) such that d(x,y) < 0, and choose an e-chain (y, 21, . . . , 2k, ).
Then we claim that (x,z,... 2, x) is a 2e-chain. Indeed, we need only check the
start and end points, and

d(f(x),21) < d(f(), f(y)) +d(f(y), 1)
<e+e
= 2¢,

and similarly d(f(zx),z)) < 2e. Since € was arbitrary, this shows that = € cha,(f)
as required.

We now prove that cha,(f) is invariant. Let x € chay(f) and fix e > 0. We will
produce an e-chain from f(z) to itself. This time choose 0 < v < € such that

d(f(z),y) <y = d(f*(z),fy) <e

(such ~ exists as f is continuous at f(x)). Let (x,y1,...,yx, «) denote a y-chain.
Then since d(f(z),y1) < v we have d(f(y1), f*(z)) < € and thus

d(f2(ZL’), y2) < d(fQ(I)7 f(y1>> + d(f(y1)7y2)
<e+vy
< 2e.

Thus (f(x),ya, ..., Yk, x, f(x)) is a 2e-chain. See Figure 3.1.
Since € was arbitrary, this shows that f(z) € chay(f), and since x was an
arbitrary point of cha,(f), this shows that chay(f) is invariant.



Figure 3.1: Proving chay(f) is invariant.

Finally let us prove nw(f) C chay(f). Let x € nw(f) and ¢ > 0. Take 9
as in (3.2), and let U be a neighbourhood of z contained in the ball of radius §
about z. Since z € nw(f), there exists k > 1 such that f5(U)NU # 0. If k =1
then (z,2) is a 2e-chain. If k > 1 then there exists y € U such that f*(y) € U.
Then (z, f(y), f*(y), ..., f**(y),z) is an e-chain. Since ¢ was arbitrary, we have
x € chay(f) as required. |

The next proposition tells us that on a compact metric space the chain recurrent

set is actually independent of the choice of metric. The proof is on Problem Sheet
B.

PROPOSITION 3.16. Let (X,d;) be a compact metric space and f: X — X be a
dynamical system. If dy is any other metric on X defining the same topology then

Chad1(f> = Chad2 (f)

Summary: Let f: X — X be a dynamical system on a metric space (X, d).
Then we have invariant subsets

fix(f) C per(f) C rec(f) C nw(f) C chag(f).

In general all of these inclusions can be strict. (Exercise: Find examples of
this!)

We conclude this lecture by briefly discussing how these definitions work for
flows. If ® is a flow on X then the definitions of the w-limit set we(x), the a-
limit set ag(x), the recurrent set rec(®), and the non-wandering set nw(®) are
all formally identical to the discrete case. One just replaces “k” with “t” where
appropriate. Thus we(x) consists of all points y € X such that there exists a



sequence t,, — oo such that ¢, (x) — y, and a point x belongs to nw(®) if for every
neighbourhood U of z there exists ¢ > 0 such that ¢,(U) N U # 0.

There is, however, a subtlety in the definition of the chain recurrent set of a
flow, so we will go over the details here in more depth.

DEFINITION 3.17. Let ® be a flow on a metric space (X, d). Givene > 0 and T > 0,
a tuple (y1,...,Yg;t1,...,tg_1) is called an (¢,T) chain if for each 1 <i <k —1
one has

Ao (Yi), yiv1) < €, and 0<t;<T.

We say that x is (¢, T)-pseudo-periodic if there exists an (¢, T')-chain that starts
and ends at z. Finally, we say that x is chain recurrent if z is (¢, T)-pseudo-
periodic for all € > 0 and all " > 0. The set of all chain recurrent points is denoted
by chay(®P).

It would appear at first glance that this definition is stronger than the corre-
sponding definition for discrete dynamical systems, since we require chains to exist
for all T > 0. Nevertheless, one has:

THEOREM 3.18. Let (X, d) be a compact metric space and let ® be a flow on X.
Let f := ¢y so that f: X — X is a reversible dynamical system. Then

chay(®) = chay(f).

It is clear that chay(®) C chay(f) (as one can just take T'=1). The converse is

much harder and goes beyond the scope of this course’.

3The ambitious reader is encouraged to try and prove it!



LECTURE 4

What Is Chaos?

Most people think of chaos as the so-called “butterfly effect”, namely that a but-
terfly flapping its wings in Beijing can set off a cascading chain of atmospheric
events that two weeks later leads to the formation of a catastrophic tornado that
obliterates central Ziirich.

More mathematically, this is sensitive dependence on initial conditions: in this
case the dynamical system in question is the weather, and the small change (the
butterfly) leads to a large change (the tornado) later down the road. A more
pedestrian example of a chaotic dynamical system' that displays this “sensitive
dependence” is the double pendulum. This is defined exactly as you'd guess: take
a pendulum and then hang another pendulum on the end of it.

Unfortunately the mathematical definition of chaos is rather less glamorous than
the popular science one. This is actually true of most things in life: adding €’s and
0’s rarely make things exciting.

DEFINITION 4.1. Let (X,d) be a metric space. A dynamical system f: X — X
has sensitive dependence on initial conditions if there exists a constant § > 0
such that for all z € X and all € > 0, there exists a point y € X such that

d(z,y) <e
but that x and y move far apart under sufficiently many applications of f, that is,
there exists k > 0 such that d(f5(z), f*(y)) > o.

The number 9 is called a sensitivity constant for f.

REMARK 4.2. If X has isolated points then no dynamical system on X can have
sensitive dependence on initial conditions. Indeed, if z is isolated then for suffi-
ciently small e the only point y satisfying d(z,y) < € is y = «.

REMARK 4.3. As we have defined it, the sensitivity constant § is not unique (since
if § is a sensitivity constant then so is ¢’ for any 0 < ¢’ < §). This could be rectified
by taking the supremum of all such ¢’s. However in practice this supremum is
usually hard to compute, and since it is only important that some § exists (rather
than any precise value of ¢), we will not do so.
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IFormally the double pendulum is actually flow on cotangent bundle of the torus T? := S x S™.
To see this, note that the position of the pendulum is entirely specified by the two angles # and
w that the two pendulums make with the vertical, and hence the motion may be described by
recording these positions, together with their respective momenta. Newton’s Second Law gives
a system of ordinary differential equations for the motion. These equations cannot be solved
analytically, but it is possible to use numerical methods. A MATLAB implementation of this can
be found here.
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On Problem Sheet B, you will show that both the tent map and the doubling
map have sensitive dependence on initial conditions. Meanwhile circle rotations do
not have sensitive dependence on initial conditions, as the following remark shows.

REMARK 4.4. Recall that a contraction of a metric space (X, d) is a continuous
map f: X — X such that d(f(x), f(y)) < d(z,y) for all z,y € X. A dynamical
system which is a contraction cannot have sensitive dependence on initial condi-
tions. In particular, an isometry (i.e. a map such that d(f(z), f(y)) = d(x,y) for
all x,y € X) cannot have sensitive dependence on initial conditions.

When the metric space is compact, the property of having sensitive dependence
on initial conditions does not depend on the metric. (Compare this to Proposition
3.16).

LEMMA 4.5. Let (X,d;) be a compact metric space, and suppose f: X — X is a
dynamical system which has sensitive dependence on initial conditions with respect
to d,. If dy is any other metric on X defining the same topology then f has sensitive
dependence with respect to dy as well.

Proof. Let
n(r) = sup{da(z,y) | di(z,y) <r}.
and
¢(r) = inf{dz(2,y) | di(z,y) =}
By compactness, n(r) — 0 as r — 0 and ((r) is strictly positive for all » > 0.
Suppose 0 is a sensitivity constant for f with respect to d;. We claim that ((¢) is

a sensitivity constant for f with respect to dy. Since n(r) — 0 as r — 0, it suffices
to show that for any x € X and r > 0 we can find y € X and k > 0 such that

do(z,y) <n(r),  and  da(f*(2), [5(y)) > C(0). (4.1)

Since f has sensitive dependence on initial conditions with respect to d; we find
y € X and k > 0 such that di(z,y) < r and d,(f*(z), f5(y)) > . It follows
from the definition of n and ¢ that this same y satisfies (4.1). This completes the
proof. [ |

Lemma 4.5 is not true for non-compact metric spaces. An explicit example
of this is on Problem Sheet B. This means that on non-compact metric spaces,
sensitive dependence on initial conditions is a “bad” condition to study. Before
stating this precisely, let us formalise the notion of “good” and “bad” properties.

DEFINITION 4.6. We say that a property P is a (topological) dynamical in-
variant” of a dynamical system if it is preserved under conjugacy, i.e., if f satisfies
property P and g is conjugate to f then g also satisfies property P.

There is also the stronger notion of an inheritable property.

DEFINITION 4.7. A property P is said to be (topologically) inheritable if it is
preserved under passing to factors, i.e., if f satisfies property P and g is a factor
of f then g also satisfies property P.

2Do note confuse this with an invariant set. These are two different meanings of the word
“invariant”. (Don’t blame me, I didn’t come up with the terminology...)



Here is an example of an inheritable property:
LEMMA 4.8. Transitivity is an inheritable property.

Proof. Let f: X — X be a transitive dynamical system. Suppose g: Y — Y is a
factor of f, and let F': X — Y denote a semiconjugacy. We show that ¢ is also
transitive. Thus suppose that U and V are non-empty open subsets of Y. Then
F~Y(U) and F~(V) are non-empty open subsets of X, since F is continuous and has
dense range. Thus there exists x € F~1(U) and k > 0 such that f*(z) € F~1(V).
Thus if y :== F(x) one has y € U and ¢*(y) = F(f*(z)) € V. This completes the
proof. [ |

We can now give meaning to our claim that sensitive dependence on initial
conditions is a “bad” property.

PROPOSITION 4.9. Sensitive dependence on initial conditions is not a dynamical
invariant. However it is a dynamical invariant when restricted to dynamical systems
on compact spaces.

Proof. To prove the first claim we need only exhibit a single example of a pair of
conjugate dynamical systems with the property that one of them has sensitive de-
pendence on initial conditions and the other does not. By Problem B.5 there exists
a topological space’ X with two metrics d; and d, that define the same topology,
together with a dynamical system f: X — X such that f has sensitive dependence
on initial conditions with respect to d; but not with respect to ds. Since d; and ds
define the same topology, the identity map id: X — X is a homeomorphism from
(X,dy) to (X,ds), and hence a conjugacy from f to itself:

X X
X X

This proves the first claim. To prove the second claim, suppose X and Y are
compact and f: X — X and ¢g: Y — Y are conjugate dynamical systems on via a

homeomorphism H: X — Y.
X X
Y Y

Let dx be an arbitrary metric defining the topology on X and let dy be an arbitrary
metric defining the topology on Y. Assume f has sensitive dependence on initial
conditions with respect to dx. We must prove that g has sensitive dependence on

f

|

f

f

n

g

3In fact, X = (0,00) with d; the standard metric works.



initial conditions with respect to dy. For this we argue in two steps. First, observe
that

d(x1,70) = dy (H(x1), H(x3))

is another metric on X such that H: (X,d) — (Y, dy) is an isometry. By Lemma
4.5, f has sensitive dependence on initial conditions with respect to d’. Suppose
0 is a sensitivity constant for f with respect to d’yx. Then since H is an isometry
it then follows easily that ¢ has sensitive dependence on initial conditions with
respect to dy, with the same sensitivity constant. Indeed, fix y € Y and ¢ > 0.
Set x := H '(y). Then there exists 2 € X and k > 0 such that d'(z,2) < ¢ and
d (f*(x), f¥(2)) > 4. Set w = H(z). Then

dy (y,z) = dy(z,2) <,
and
dy (¢"(y), 9" (w)) = dx (f*(x), f*(2)) > 0.
This completes the proof. [ |
We now move onto the mathematical definition of chaos. In contrast to the pop-
ular science definition, chaos has three ingredients, of which sensitive dependence

on initial conditions is only one. To begin with we define chaos only on metric
spaces without isolated points (we will shortly rectify this).

DEFINITION 4.10 (Preliminary Version). A dynamical system f: X — X on a
metric space (X, d) without isolated points is said to be chaotic if it satisfies the
following three conditions:

(i) f has sensitive dependence on initial conditions.
(i) f is transitive.
(iii) The set of periodic points of f is dense in X.

Even though chaos is defined using the notion of sensitive dependence on initial
conditions, the next result shows that chaos is an invariant (and actually inherita-
ble) property.

THEOREM 4.11. Let X be a metric space without isolated points, and f: X — X
a dynamical system on X which is topologically transitive and for which the set of
periodic points is dense in X. Then f has sensitive dependence on initial conditions
with respect to any metric defining the topology on X.

Proof. Fix a metric d defining the topology on X. Since X is necessarily an infinite
set as it has no isolated points, we can choose two points y;,y2 € per(f) such that
Of(y1) N Oy(y2) = 0. Let

5 e éd((of(yl), Oy (1)),

We claim that ¢ is a sensitivity constant for f. Fix x € X and € > 0. The triangle
inequality implies that at least one of d(z,Of(y1)) and d(x, O(y2)) is at least 46.
Without loss of generality assume the former:

d(z, ff(y1)) > 46, Vk>0. (4.2)
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Next, since the periodic points are dense in X, we can choose z € per(f) with
d(x,z) < min{e,0}. (4.3)

Suppose z has period p > 0. Since f is continuous, there exists a neighbourhood
U of y; such that

d(f*(y), fH(w)) < 0, Vk=0,1,2,...,p and w € U. (4.4)

Since f is transitive, there exists a point 7 € X and n > 0 such that d(z,z;) < €
and f"(z1) € U. We now claim that one of z or x; is the point we are looking for.
Since both of them are at within ¢ of x, we need only show that at least one of
them gets mapped at least 0 far away from z after some number of iterations of f.
Let ¢ > 0 denote the unique integer such that n < gp < n + p. Then since z has
period p,

d(f*(2), f7(21)) = d(z, f77"(f"(21)),
and by the triangle inequality the right-hand side is at least

d(z, fP7(f"(21))) = d(x, [P (1)) = d(fP7" (), FPT(f" (1)) — d(x, 2)
S 45—6—10
— 95,

where we used (4.3),(4.2), and (4.4). Thus by the triangle inequality one last time,
at least one of d(f%(z), f%(z)) and d(f%(z), f%(z1)) is at least §. This completes
the proof. [ |

We can now extend Definition 4.10 to all metric spaces, and show that it is a
dynamical invariant.

DEFINITION 4.12 (Final version). A dynamical system f: X — X is said to be

chaotic if it is topologically transitive and the set of periodic points of f is dense
in X.

Theorem 4.11 tells us that Definition 4.12 is equivalent to Definition 4.10 for
metric spaces without isolated points. To prove that chaos is inheritable, we first
prove:

LEMMA 4.13. The property of having a dense set of periodic points is inheritable.

Proof. Let g: Y — Y be a factor of f: X — X with semiconjugacy F: X — Y.
Let U C Y be an open non-empty set. We want to find a periodic point y € U for
g. Since F is continuous and has dense range, F'~!(U) is an open non-empty set
of X, and hence by assumption there exists a periodic point z € F~1(U) of S. If
fP(x) = x then ¢(F(z)) = F(x), and hence y := F(z) is a periodic point for g. ®

COROLLARY 4.14. Chaos is an inheritable property.
Proof. Immediate from Lemma 4.8 and Lemma 4.13. [ ]

We now introduce another example of a dynamical system that is rather different
to any that we have seen before. This dynamical system will turn out to be chaotic.
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DEFINITION 4.15. Let 3, denote’ the space of all sequence x = (xg, 1, To, . .. )
where each x € {0,1}. We define a metric on d on ¥y by setting

d(x,y) =3 lor =yl

9k
k=0

Recall that a topological space X is totally disconnected if the only connected
subsets are the empty set and the singletons {z} for z € X.

PROPOSITION 4.16. The space (X, d) is a compact metric space without isolated
points which is totally disconnected.

(%) REMARK 4.17. A theorem” from point-set topology tells us that: any two com-
pact totally disconnected metric spaces without isolated points are homeomorphic.
A metric space with these properties that you are probably already familiar with is
the Cantor Set (see Proposition 11.16 if you have forgotten the definition). Thus
Y5 is homeomorphic to the Cantor Set. We will not use nor need this result in the
course, however.

Proof. We begin by noting the following trivial statements about the metric d:
given x,y € X, one has

1
=y ¥ k=0..n = dxy) <o, (4.5)

and

1
d(x,y) < on = Tk = Y Vv k=0,...n. (4.6)

We now show that ¥, has no isolated points. Assume for contradiction that there
exists x € ¥y and € > 0 such that B(x,e) = {x}. Choose n so large, that 27" < e.
Let y € ¥y denote any element of ¥, such that z; = y; for 0 < k£ < n and
Yni1 # Tni1. For instance if x,, 1 = 0 then

y = (o, 21, ..., Tpn, 1,1,1,...)
works. Then by (4.5) we have

Tk — Yk
dry)= 3 1wl

k>n+1
1

on
<e.

<

Since y # x this contradicts the assumption that B(x,e) = {x}.

Now we show that ¥, is compact. Let (x") = ((xf, 27, 25,...)) C 33 be a
sequence. Either there exist infinitely many n > 1 for which z{f = 0 or there exist
infinitely many n > 1 for which z} = 1. Hence, passing to a subsequence we obtain

4The “2” in X, refers to the fact that each entry has exactly two choices: 0 or 1. There are
similar spaces X for any k > 1, where each entry is allowed to take one of k£ designated values.
5See for instance Corollary 30.4 in Willard’s book General Topology for a proof.
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that x{ is constant in n. Similarly by induction we pass to subsequences such
that z} is constant in n for every fixed £ > 0. A diagonal argument now gives a
subsequence which is convergent by (4.5).

Finally to see that X5 is totally disconnected it suffices to show that given any
x # y we can find open disjoint sets U and V such that UUV = 35 and x € U and
y € V. If x # y, then there is n > 0 such that z,, # y,. Without loss of generality
assume that x, = 0 and y,, = 1. Define

U={z¢€X|z, =0}, Vi={ze€Xy |z =1}
These sets have the desired properties. This completes the proof. [ |
Here is an example of a dynamical system on 3.

ExXAMPLE 4.18. The shift map o: Yy — 5 is the map

o(xg,x1,Ta,...) = (21,22, T3,...).
This map is obviously continuous. We have:

LEMMA 4.19. A point x € Y9 is periodic under o if and only if the sequence (zy,)
is periodic. Moreover a point x has dense orbit under o if and only if every finite
0,1 sequence appears as a block in x.

Proof. The first statement is obvious. For the second, suppose x has a dense orbit
under o and suppose (Yo, Y1, - - - Y,) is a finite (0, 1)-sequence. Let

y:: (y07y17'--7yn7070,-..>.

Then there exists k& > 0 such that d(c"(x),y) < 27". It follows from (4.6) that
(Tky -y Tan) = (Yo, - - -, Yn). The converse follows similarly, using (4.5). ]

Lemma 4.19 allows us to prove the shift map is chaotic.
PROPOSITION 4.20. The shift map o : Y9 — Y5 is chaotic.

Proof. Since the set of all finite (0, 1)-sequences is countable, we can construct a
(0, 1)-sequence that contains each finite (0, 1)-sequence as a block. Thus by Lemma
4.19, o has a point with dense orbit. Since ¥, has no isolated points by Proposition
4.16, Corollary 2.11 implies that o is transitive. Now let y € 35 and € > 0. We will
find a periodic point x for ¢ which satisfies d(x,y) < e. Choose n large enough so
that 27" < e. Then define

X = (yo:yla"'7yn7y07y1)"'7yn7y07y17"')'

By Lemma 4.19, x is periodic under o, and by (4.5) one has d(x,y) < 27". This
completes the proof. [ |

On Problem Sheet B you will show that the doubling map is a factor of the
shift map. Combining this with Corollary 4.14 we obtain:

COROLLARY 4.21. The doubling map is chaotic.
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We conclude this lecture with a remark on the terminology.

(&) REMARK 4.22. Warning: Now that we have defined chaos precisely, it is
only prescient to warn you that the definition we have adopted is in fact but one
of several possible different mathematical formulations of chaos. This should not
surprise you: since chaos is a natural phenomenon, any mathematical definition is
at best a “model”. So why should there be only one?

The definition of chaos given in Definitions 4.10 and 4.12 is due to Devaney,
and hence is commonly referred to as Devaney chaos. Another popular definition
of chaos is called Li-Yorke chaos (which is due to Li and Yorke), and there are
many more’. In general none of the definitions are equivalent, although there are
various implications.

Nevertheless, in these notes we will only ever be concerned with Devaney chaos
(i.e. Definition 4.12), and thus we will simply refer to it as “chaos”.

5To mention a few by name: Block-Cappel chaos, Wiggins chaos, Martelli chaos,. . .
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LECTURE 5

Mixing and Weakly Mixing Dynamical
Systems

In this lecture we define a stronger version of transitivity, which is called mixing,
and the intermediate notion of being weakly mixing, and explore various different
characterisations of these properties.

DEFINITION 5.1. A dynamical system f: X — X is called (topologically) mix-
ing if for any pair U,V of non-empty open subsets of X, there exists n > 0 such
that for all £ > n,

Fynv £0.

Clearly any mixing system is also transitive, but the converse is false, as we will
shortly explain. Let us see an example:

LEMMA 5.2. The tent map 7: [0,1] — [0, 1] is mixing.

Proof. Let U and V be a pair of non-empty open subsets. As the proof of Lemma 2.6
showed, for any open set U C [0, 1] there exists a finite n such that 7(U) = [0, 1].
Thus also 7%(U) = [0,1] for all k > n, and so in particular 7%(U) NV # ( for all
k> n. ]

Meanwhile a circle rotation is never mixing (cf. Example 5.7 below). Thus an
irrational circle rotation is an example of a dynamical system that is transitive but
not mixing. The next result is proved in the same way as Lemma 4.8.

LeEMMA 5.3. Mixing is an inheritable property.

Proof. Let f: X — X and g: Y — Y be dynamical systems, and suppose that g is
a factor of f with semiconjugacy F': X — Y. Let U and V be a pair of non-empty
open subsets of Y. Then since F' is continuous and has dense range, F~(U) and
F~Y(V) are non-empty open subsets of X. Thus there exists n > 0 and points
zp € F7Y(U) for each k > n such that f*(z;) € F71(V). Then if y;, == F(z}) one
has y. € U and ¢"(y) = F(f*(xx)) € V. Thus ¢*(U) NV # 0 for all k > n. |

Recall from Example 1.24 that given two dynamical systems f: X — X and
g:Y =Y, wedenote by f x g: X XY — X XY the product system (x,y)

(f(x),9(y))-

PROPOSITION 5.4. Suppose f: X — X and g: Y — Y are dynamical systems.
Then:

(i) If f x g has a dense orbit then so do both f and g.

(ii) If f x g is transitive then so are both f and g.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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(iii) If f x g is chaotic then so are both f and g.

(iv) If f and g are both transitive and at least one of them is mixing then f X g
is topologically transitive.

(v) The system f x g is mixing if and only if both f and g are.

Proof. Both f and g are a factor of f x g (cf. Example 1.24). Thus (ii) and (iii)
and the “=" direction of (v) follow from Lemma 4.8, Corollary 4.14, and Lemma
5.3 respectively. A similar argument to the proof of Corollary 4.14 shows that the
property of having a dense orbit is also inheritable, which proves (i).

To prove (iv), without loss of generality suppose that f is mixing and g is
transitive. Let O,Q C X X Y be open non-empty sets. By definition of the
product topology we can find open non-empty sets U,V C X and W, Z C Y such
that U x W C O and V x Z C ). Now note that

(f x g)"(U x W)N(V x Z) = (f*(U)nV) x (¢"(W) N 2),

Choose n > 0 such that for all k > n one has f¥(U) NV # 0. Now using Problem
A5 we find a k > n such that g*(W)NZ # (). For this k, one thus has (f x ¢)*(U x
W)YN(V x Z) # 0, and hence also (f x ¢)*(0O)NQ # 0.

Finally the proof of the “<” of (v) is a very similar argument. [

COROLLARY 5.5. If f is mixing then f X f is transitive.
Proof. Take f = g and apply part (iv) of Proposition 5.4. [

Corollary 5.5 is not an if and only if statement: there exist dynamical systems f
which are not mixing but for which f x f is transitive. Such dynamical systems are
not easy to construct though—at the end of this lecture we will give an example.
Nevertheless, this condition is important in its own right, and it gets its own name:

DEFINITION 5.6. A dynamical system f: X — X is said to be weakly (topolog-
ically) mixing if f x f is transitive.

LEMMA 5.7. No circle rotation is weakly mixing.

Proof. This follows immediately from Problem B.7, since the set {6,0,1} is never
rationally independent. [ |

Therefore an irrational rotation is an example of a dynamical system that is
transitive but not weakly mixing, which proves that weakly mixing is a strictly
stronger property than transitivity. It is considerably harder to construct an exam-
ple of a dynamical system that is weakly mixing but not mixing—we will construct
such a system at the end of the next lecture (see Proposition 6.16).

LEMMA 5.8. A dynamical system f: X — X is weakly mixing if and only if for
any quadruple U, V., W, Z of non-empty open subsets of X, there exists k > 0 such
that

fYNV 40 and  fFWV)NZ #£0.

See Figure 5.1.



Figure 5.1: A weakly mixing dynamical system.

Proof. This is immediate from the fact that—as remarked in the proof of part (iv)
of Proposition 5.4—any non-empty open set O C X x X contains a set of the form
U x W, where U, W are non-empty open subsets of X. [ |

Weakly mixing is again inheritable:
LEMMA 5.9. Weakly mixing is an inheritable property.

Proof. Let f: X — X and ¢g: Y — Y be dynamical systems, and suppose that g
is a factor of f. with semiconjugacy F': X — Y. Then F' X F' is a semiconjugacy
from f x f to g X g, and hence g x g is a factor of f x f. The claim now follows
from Lemma 4.8. [ |

COROLLARY 5.10. Let f: X — X and g: Y — Y be dynamical systems. If f X g
is weakly mixing then so are both f and g.

We can unify the concepts of transitivity, mixing and weakly mixing via the
notion of return times.

DEFINITION 5.11. Let f: X — X denote a dynamical system. Given non-empty
open subsets U,V C X we define the set of return times for f as

ret; (U, V) ={k>0]| ff(U)NV £0} C{0,1,2,...}.
The next result expresses the three concepts in terms of return times.
COROLLARY 5.12. A dynamical system f: X — X is:

(i) transitive if and only if given any non-empty open subsets U,V C X one has

ret (U, V) # 0;

(ii) mixing if and only if given any non-empty open subsets U,V C X, the subset
ret (U, V) is cofinite in {0,1,2...};

(iii) weakly mixing if and only if given any four non-empty open subsets U, V, W, Z C
X one has
retf(U, V) N retf(W, Z) 7é Q)
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Proof. Parts (i) and (ii) are immediate. Part (iii) is just a rephrasing of Lemma
2.8. [ |

In fact, we can reduce the number of sets needed to check the weakly mixing
condition from four to two:

PROPOSITION 5.13. Let f: X — X denote a dynamical system. Then the following
three statements are equivalent.

(i) f is weakly mixing.
(ii) For any three non-empty open subsets U, V,W C X, one has

ret (U, V) Nrety (U, W) # 0.

(iii) For any two non-empty open subsets U,V C X, one has

ret (U, U) Nrets (U, V) # 0.

See Figure 5.2.

fk
fk
fk

Figure 5.2: Weakly mixing with three and two sets.

Proof. It is obvious that (i) = (ii) = (iii).
Let us prove that (ii) = (i). Let U,V,W,Z C X be non-empty open sets. By
part (iii) of Corollary 5.12 it suffices to show that

ret (U, V) Nret (W, Z) # 0.

We apply (ii) to the triple U, W, Z to find an element k € ret;(U, W) Nrety(U, Z).
In particular, this tells us that both'

Uy=UNnf*W)#0 and  f5Z2)#0.

We now apply (ii) again, this time to the triple Uy, V, f7*(Z), to find an element
n € ret;(Up, V) Nret s (Uy, [7H(2)).

YActually f~*(Z) is always non-empty; see the proof of (iii) = (ii) below.
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Since n € ret;(Uy, f7%(Z)) there exists z € Uy with f*(z) € f7%(Z). Let y ==
f¥(x). Since x € Uy we have y € W. Moreover f(y) = f"t(x) = f*(f"(z)) € Z.
Thus f"(W)N Z # 0, and hence n € rety(W,Z). Finally since rets(Uy, V) C
ret¢(U, V) as Uy C U, it follows that

n € retp(U, V) Nretp (W, Z)

and thus this intersection is non-empty, as desired.

Now we prove that (iii) = (ii). Let U,V, W C X be non-empty open sets. This
time we want to show that ret;(U, V) Nrety(U, W) # 0. Since f is necessarily
transitive by (iii), there exists some k > 0 such that

Upy:=Un f V)

is a non-empty open set. Since transitive maps have dense range by Lemma 2.3,
f~%(W) is a non-empty open set. Then by (iii) applied to the pair Uy, f~*(W),
there exists some

n e l”etf<U0, U()) N I“etf(Uo, f_k<W))

This means there exists z,y € Uy with f*(z) € Uy and f"(y) € f~*(W). Since
z € U and f""*(z) € V, we see that n + k € ret,;(U,V). Similarly f"**(y) € W
and hence n+k € ret (U, W). Since Uy C U, one also has n+k € ret;(U, W), and
thus

n+k erety(UV)Nrety (U W) £ 0.

This completes the proof. [ |

We conclude by restating how the various properties fit together.

Summary: Let f: X — X be a dynamical system. Then
mixing = weakly mixing = transitive,

and neither of the implications can be reversed.

Note that we have not yet established that mixing really is a stronger property
than weakly mixing; as mentioned earlier this is fairly tricky and will be done next
lecture in Proposition 6.16.



LECTURE 6

Furstenberg’s Theorem

In this lecture we continue our discussion of weakly mixing dynamical systems,
starting with an important theorem of Furstenberg. We then take a brief excursion
into linear dynamical systems on Banach spaces and construct an example of a
dynamical system which is weakly mixing but not mixing, thus fulfilling a promise
from the last lecture.

DEFINITION 6.1. Two dynamical systems f: X — X and ¢g: X — X are said to
commute if

fog=gol
We begin with the following useful trick.
LEMMA 6.2. Let f: X — X be a transitive dynamical system, and let U, V, W, Z be

non-empty open subsets of X. Suppose there exists a dynamical system g: X — X
which commutes with f and satisfies

gU)NW #0  and  g(V)NZ #0. (6.1)
Then
ret; (U, V) Nrety (W, Z) # 0. (6.2)

Informally, Lemma 6.2 can be thought of as saying that the existence of such

a system ¢ implies that f is “weakly mixing for this particular quadruple of sets
UV,W,and Z7.

Proof. Since g is continuous, (6.1) implies there exist non-empty open subsets Uy C
U and Vo C V such that g(Uy) € W and ¢g(Vy) C Z. See Figure 6.1. Suppose
k € retp(Up, Vo). Then there exists € Uy such that f*(x) € V5. Then since
g(z) € W and f*(g(x)) = g(f*(x)) € Z, one sees that k € ret;(W, Z), which shows
that

retf(UD, Vb) - retf(VV, Z)

Since clearly ret;(Up, Vo) C rety(U, V), we therefore always have
ret r(Up, Vo) Cret (U, V) Nret (W, Z). (6.3)

Since f is transitive the left-hand side of (6.3) is non-empty, and thus the right-hand
side of (6.3) is also non-empty. This completes the proof. [ |

Our first application of Lemma 6.2 is the following curiosity.

COROLLARY 6.3. Let f: X — X be a topologically transitive dynamical system,
and suppose U, V, W, Z are four open non-empty subsets of X. Then

ret (U, W) Nrety(V, Z) # 0 = ret (U, V) Nrety (W, Z) # 0.
Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Figure 6.1: Commuting systems f and g.

Proof. Suppose k € ret; (U, W)Nret;(V, Z). Set g = f*. Then g commutes with f
and satisfies (6.1). Thus Lemma 6.2 implies that ret;(U, V) Nret;(W,2Z) #0. =

We could attempt to strengthen the weakly mixing condition by requiring higher
products to be transitive.

DEFINITION 6.4. Let f: X — X be a dynamical system. We say that f is n-fold
transitive if the n-fold product

f>< ><f XXX X = X XXX
ntlmes n times n times

1s transitive.

With this terminology, a transitive system is a 1-fold transitive system and a
weakly mixing system is a 2-fold transitive system. Moreover if & < n then the
k-fold product is a factor of the n-fold factor, and hence an n-fold transitive system
is also k-fold transitive for all k < n.

Actually Definition 6.4 turns out to be redundant. This is the content of the
next result, which is due to the Israeli mathematician Furstenberg. The proof
makes use of Lemma 6.2 again.

THEOREM 6.5 (Furstenberg’s Theorem). Let n > 2. A dynamical system is n-fold
transitive if and only if it is weakly mixing.

Proof. We prove by induction on n that if f is n-fold transitive then f is also
(n + 1)-fold transitive. By arguing as in Lemma 5.8, to show that f is (n + 1)-
fold transitive it suffices to show that given any 2n + 2 non-empty open subsets
U, Vi, CX for k=1,...,n+ 1, one has

n4+1
ﬂ retf Uk,‘/k 7&@ (64)


https://en.wikipedia.org/wiki/Hillel_Furstenberg

Since f is weakly mixing, applying Lemma 5.8 to the quadruple Uy, Uy, Vi and V5
we find £ > 0 such that

FUNNU#0,  and  fF1A)N Ve £0.

Then by Lemma 6.2, applied with ¢ = f*, we find non-empty open subsets Uy C U,
and V) C V; such that

ret ¢ (Uy, Vo) C retp (U, Vi) Nrety(Us, Va) (6.5)

(see (6.3)). Now by the induction hypothesis applied to the 2n non-empty open
sets Uy, Us, ..., U,y1 and Vo, V3, ..., V11, we obtain that

ret ¢ (Up, Vo) N (ﬂ retf(Uk,Vk)> ) (6.6)

k=3
Then (6.5) and (6.6) imply that (6.4) holds, which thus completes the proof.  m

Here is an application of Furstenberg’s Theorem, which gives us another way to
characterise weakly mixing maps.

PROPOSITION 6.6. Let f: X — X be a dynamical system. Then f is weakly mixing
if and only if for any two non-empty open subsets U,V C X, the set rets(U,V)
contains arbitrarily long intervals.

Proof. First assume that f is weakly mixing. Let U,V C X be non-empty open
sets and let n > 2. We will show that ret;(U, V') contains an interval of length n.
By Furstenberg’s Theorem 6.5, f is n-fold transitive, and hence there exists some
7 > 0 such that

i€ ﬂ ret (U, f*(V)),
k=1
that is,
FOYNfFrHvV)y£0  Vi<k<n.

This implies that i + k € ret;(U, V) for each 1 <k < n.
To prove the other direction, it is convenient to use part (ii) of Proposition 5.13.
Let U,V,W C X be non-empty open sets. We will prove that

ret (U, V) Nrets (U, W) # 0.

Since ret¢(V, W) is certainly non-empty, by continuity there exists & > 0 and a
non-empty open subset Vo C V such that f*(V,) C W. Then by assumption there
exists n > 0 such that the interval [n,n + k] C ret¢(U, V;). In particular

n+k € rety(U, Vy) Cretp(U, V).

To complete the proof we show that n + k also belongs to ret;(U, W). But this
follows from the fact that f"**(U) N W contains the set f**(U) N f*(Vy), which
itself contains the set f*(f"(U) N Vp). Since also n € ret;(U, Vy) by assumption,
the latter set is non-empty. This completes the proof. [ |
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On Problem Sheet C you will find yet another characterisation of weakly mixing.

There remains a serious defect of our definition of weakly mixing: we have
yet to exhibit a single example of a dynamical system that is weakly mixing but
not mixing! We now rectify this. The example we construct (Proposition 6.16)
is not the simplest example of such a system, but it has the virtue of being easy
to understand and gives us an excuse to introduce linear dynamical systems. Our
construction will use a little bit of elementary functional analysis'.

DEFINITION 6.7. A Banach space is a vector space F equipped with a norm || - ||
such that the associated metric d(v,w) = |jv — w|| is complete.

Any finite-dimensional normed vector space” is a Banach space. Here is an easy
to understand example of an infinite-dimensional Banach space:

DEFINITION 6.8. Let
°(R) := {sequences x = (z)r>0 of real numbers | sup |zx| < oo}

denote the space of all bounded sequences. This is a Banach space under the
norm

||| = sup |z
k>0
We denote by e, the vector with a 1 in the kth position and 0 in all the other
entries. Thus (ex)r>o is a basis of £/*(R).
DEFINITION 6.9. Let

co(R) = {x € (®*(R) | lim z; = 0}

‘ k—o0

denote the space of all null sequences. This is a closed subspace of ¢>°(R) and
hence is a Banach space under the same norm || - || .

REMARK 6.10. The space ¢o(R) is typically better behaved than ¢*(R). For in-
stance, ¢o(R) is separable as a metric space, whereas (*°(R) is not. We will not
need nor use this fact however.

DEFINITION 6.11. Let
coo(R) = {x € ¢x(R) | there exists n > 1 such that x; =0 for all £ > n}

denote the space of all finite sequences.

It is easy to see that coo(R) is dense in ¢o(R). However coo(R) is not closed in
¢o(R), and hence is not a Banach space with respect to || - ||co-

DEFINITION 6.12. Suppose (E, || - ||) is a Banach space. A continuous linear map
L: E — FE is called a linear dynamical system.

Do not worry if you are not familiar with functional analysis and Banach spaces—the only
Banach spaces we will meet in Dynamical Systems I are Euclidean spaces R", or the space of
bounded sequences defined below.

2By convention, all vector spaces in this course are assumed to be vector spaces over R or C.
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REMARK 6.13. A linear map L: F — FE is continuous if and only if it is bounded
in the sense that there exists ¢ > 0 such that®

|| Lv|| < cljv]|, Vv e FE.
If E is finite-dimensional then every linear map is continuous (and hence bounded).

Just as in Example 4.18, one can consider shift operators on the spaces (*°(R),
co(R), and coo(R).

EXAMPLE 6.14. The shift operator’
o(xg,x1,T2,...) = (x1,22,...)
is a linear dynamical system on both ¢>°(R) and cy(R).

With these preliminaries out of the way, we present a useful (albeit somewhat
contrived) criterion for a linear dynamical system to be weakly mixing.

THEOREM 6.15. Let L: E — E be a linear dynamical system on a Banach space.
Assume there exists a dense subset” X C E and a dynamical system f: X — X
such that:

Lf(v) =, Voe X. (6.7)

Assume moreover that there exists a strictly increasing sequence (k,) of numbers
such that for all v € X,

lim LFrv =0, and lim f* (v) = 0. (6.8)
n—oo n—oo

Then L is weakly mixing.

Theorem 6.15 is a special case of a result due to Gethner and Shapiro. In our
case however the proof is almost easier than the statement.

Proof. Let U,V, W, Z be non-empty open sets in E. By part (iii) of Corollary 5.12
it suffices to show that

ret (U, V) Nret, (W, Z) # (.
Since X is dense in F, we can find vectors
ueUNX, velVnliX, weWnliX, zezZNX.

For n sufficiently large it follows from (6.8) that

u+ ff(v) €U, v+ LM eV, w+ fFr(z) e W, z+ LFw e Z. (6.9)
Next, using (6.7) we have

L (u+ f(v)) = L*u + v, L (w + fF(2)) = LFrw + 2. (6.10)

Combining (6.9) and (6.10) shows that ret (U, V') Nrety (W, Z) # 0. |

3By convention, for a linear map where possible we omit the brackets and write Lv instead of
L(v).

4We use the word “operator” instead of “map” to help distinguish this from the shift map in
Example 4.18.

5We do not assume that X is a linear subspace, and the map f does not have to be linear.
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We will use Theorem 6.15 to produce an example of a linear dynamical system
on ¢o(R) that is weakly mixing but not mixing. For this let w,w’ € ¢>°(R) denote
the vectors

W= (wk) = (27 %a2727 %a

and

Define an operator
L: ¢p(R) — co(R), L(zg, 1, x2,...) = (Wox1, W1 T2, Waks, ... ).

One can think of L as a “weighted” version of the shift operator from Example
6.14. Note L is continuous by Remark 6.13.

PROPOSITION 6.16. The operator L is weakly mixing but not mixing.

Proof. To show that L is weakly mixing we apply Theorem 6.15. Take X = ¢p(R),
and define

I coo(R) = coo(R), f(@o, 21, 29, ... ) = (0, wyzo, wiT1, WyTs, . .. ).

Then clearly
Lf(x) =x, Vx € coo(R),

and moreover
lim LF(x) =0,  Vx & cp(R),

k—o0

where 0 := (0,0,0,...). Thus to apply Theorem (.15 we need only find a sequence
(ky) of increasing numbers such that

lim fk" (X) =0, Vx € COQ(R).

n—oo

We take k,, == n%. Observe that

and hence

fer) = (0,...,0, L ,0,0,...),
~~

nth position
and thus lim,,_, f”2 (e1) = 0. Similarly f"2(ek) — 0 for any basis vector e;. Since

any element of coo(R) can be written as a finite sum of the ey, it follows that

lim f*(x) =0,  Vx € cp(R).

n—o0

Theorem 6.15 therefore implies that L is weakly mixing.
Finally we show that L is not mixing. For this observe that if

my, ::n2+n



then

Mn
Hwi—l - 1a
i=1
L™ (g, 1, T2y ... ) = (T, %, %, ... ),

where the value of the *’s are unimportant. This means that if
U:={xec®)|[x] <1}

and
V= {X S C()(R) | |l’0’ > 1}

then U and V are open sets” in ¢o(R) for which
L™(U)AV =0, VYn>1.

Thus L is not mixing. This completes the proof.

We will return to linear dynamical systems next semester when we discuss hy-

perbolicity.

6To see that V is open, note that since |zx| < ||x|| for any x € ¢o(R) and k > 0, the projection

operators Py : ¢o(R) — R defined by Py (x) = zy are all continuous.
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LECTURE 7

Topological Entropy

Let f: X — X be a dynamical system on a compact metric space. In this lecture
we introduce the topological entropy hy,(f) of f. This is a non-negative real
number (or 0o), which attempts to give a quantitative measure of how “complex”
the dynamics of f are. As one might expect, trying to reduce the entire dynamics
of f to a single number is only partially successful. Nevertheless, it is remarkable
quite how much information can be captured by the topological entropy’.

The definition of hyp(f) is rather complicated, but roughly speaking it measures
the rate at which orbits of a dynamical system move apart as time increases. Before
getting started with the formal definition, let us give a more heuristic outline in
a similar vein to our informal discussion of the chain recurrent set from Remark 3.14.

Suppose we start with a dynamical system f: X — X. As a first measure of
complexity of f, we could try and “count” the number of orbit segments of f up

to time k:
{z, f(2), f2(x), ..., [5(2)}.

Suppose that our measuring device is only accurate up to the nearest €, and hence
it is unable to distinguish between two orbits segments {z, f(z), f2(z),... f*(z)}
and {y, f(v), f2(y), ... fF(y)} if at every stage the distance between fi(x) and f*(y)
is less than €. However as time goes on one might hope that the orbits of distinct
points diverge. This would mean that eventually the measuring device could dis-
tinguish them. See Figure 7.1.

/

?
2N

Figure 7.1: The orbit segments of z and y cannot be distinguished until time k& = 3.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
!See Problem I.5.
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Let us temporarily denote by n(k,e) the total number of orbits segments our
measuring device finds at time k. We then look at the growth rate of the function
k — n(k,e), that is, the growth rate of orbits over time, as seen by our measuring
device. If our dynamical system has “simple” dynamics then given two nearby
states x and y, it may take a very long time before our detector can tell that the
orbits of x and y are different, and hence the growth rate could be low. If however
our dynamical system has sensitive dependence on initial conditions (i.e. is chaotic),
then the orbits of nearby states will diverge very rapidly. This will therefore give
rise to a large growth rate.

Next, note that with a better measuring device (i.e. one with a smaller error
value), less time will be required to tell distinct orbits apart. Thus the growth rate
of the function k — n(k,e) increases as ¢ decreases. Since we are mathematicians
(and don’t need to do any actual experiments!), we can quite happily pretend that
we have access to measuring devices of unlimited precision and let ¢ — 0. The
resulting quantity can therefore be thought of as the growth rate of orbits over
time, as seen through the eyes of an arbitrarily precise measuring device. This is
what we call the topological entropy of the system.

Now onto the formal definitions:

Throughout our discussion of topological entropy, we will always” assume that
the underlying metric spaces are compact. This will considerably simplify
the construction, and is sufficient for all of our examples.

DEFINITION 7.1. Let (X, d) be a compact metric space and f: X — X a dynamical
system. For each k > 1, we can define a new metric di on X by setting

di(xay) = Inax d(‘]”(aj)’fz(y))

0<i<k—1

Thus d{ = d and d£ < d£ 4 for all k > 1. Since f is continuous and X is

compact, one easily sees that all metrics d{ are strongly equivalent. In the new
metric di, points are € close if they remain ¢ close for k iterations of f.

Given a set A, we denote by #A its cardinality. We now introduce three related
notions that “count” the number of orbits segments of f of length k that are
distinguishable at the scale ¢.

DEFINITION 7.2. Let f: X — X denote a dynamical system on a compact metric
space. A subset A C X is called a (k,e)-spanning set for f if for every x € X
there exists y € A such that d£ (z,y) < e. Compactness of X implies there exist
finite (k,e)-spanning sets, and we set

span(f, k,e) .= min{#A | A is a (k, )-spanning set for f}.

2The exception to this is the (non-examinable) Remark 7.17 at the end of the lecture, where we
briefly outline how to go about extending the definition of entropy to certain dynamical systems
on non-compact spaces.



REMARK 7.3. We should really include the metric d in our notation and write
spany(f, k,€), since this quantity does depend on the choice of the metric. Never-
theless, we have elected not to, since the notation is already pretty horrendous.

Next, we have:

DEFINITION 7.4. Let f: X — X denote a dynamical system on a compact metric
space. A subset B C X is called a (k,¢)-separated set for f if given any two
distinct points x,y € B one has d£ (xz,y) > e. Compactness of X implies that any
such set is finite, and we set

sep(f, k,e) == sup{#A | Ais a (k,e)-separated set for f}.
The proof of Proposition 7.6 below will show this is a finite number.

Recall given a set A in a metric space (X, d), we define the diameter of A as
diamgy(A) = sup{d(z,y) | z,y, € A}.
Finally, we have:

DEFINITION 7.5. Let f: X — X denote a dynamical system on a compact metric
space. We denote by cov(f,k,e) the minimum cardinality of an open covering of
X by sets whose d£ diameter is less than . By compactness, cov(f, k,¢) is finite.

The three quantities are related as follows:

PROPOSITION 7.6. For each k > 1 and £ > 0, one has

(7.1) (7.2) (7.3) (7.4)
cov(f,k,2¢) < span(f,k,e) < sep(f,k,e) < span(f,k,e/2) < cov(f, k,e/2).

Proof. We first prove inequality (7.1). Suppose A is a (k, )-spanning set for f of
minimum cardinality. Then the open balls of radius ¢ in the d£ metric centred at
points of A must cover X. By compactness the same is true for some 0 < § < ¢.
The diameter of such a set is 26 < 2¢, and hence

cov(f, k,2¢e) <span(f,k,e).

We next” prove (7.3). Let A be a minimal (k,e/2)-spanning set and let B be an
arbitrary (k,e)-separated set. We define an injective map ¢: B — A as follows: If
x € B there exists at least one y € A such that df(z,y) < /2. Pick one such y
and call it ¢(z). If ¢(z1) = ¢(x2) then by the triangle inequality we have

d£(£€1, Ty) < d£($17 P(x1)) + d£(¢($2)>$2) <Eé.

Since B is a (k, €)-separated set, this implies that 1 = x5. Therefore ¢ is injective,
and hence #B < #A. Since B was an arbitrary (k, ¢)-separated set and A was a
minimal (k,e/2)-spanning set, this shows that

sep(f, b, 2) < span(k, f,2/2).

3The reason for proving (7.3) before (7.2) is that until we proved (7.3), we do not know that
sep(f, k,e) is finite. Note also that (7.3) implies that we can replace the “sup” in Definition 7.4
with “max”.




Now we prove (7.2). let B be a (k,¢)-separated set for f with maximal cardi-
nality. Then di(x, y) > e for all x,y € B. We claim that B is also a (k, £)-spanning
for f. For this let x € X. We must produce some y € B such that di(az, y) <e. If
x € B there is nothing to prove. If x € X \ B and no such y existed then B U {xz}
would also be a (k,e)-separated set for f. This contradicts the maximality of B.
Thus B is also a (k, e)-spanning set for f, and hence in particular we have.

span(f, k,e) < sep(f, k,¢e).

Finally let us prove (7.4). Suppose {Uj,...,U,} is any cover of X consisting of
sets of di—diameter less than €. Pick any point x; € U;. Then the set {z1,...,x,}
forms a (k,e)-spanning set for f. This shows that

span(f, k,e) < cov(f, k,e),
and so the proof is complete. [ |

Before going any further, let us recall the following elementary lemma from
calculus:

LEMMA 7.7 (Fekete’s Lemma). Let a: N — R denote a subadditive function, i.e.
alk+n) < alk)+a(n), Vk,neN. (7.5)
Assume that inf, # > —oo. Then the limit of@ exists as k — oo, and moreover

lim @ = inf M.

k—oo Kk keN  k
This proof is non-examinable, since it belongs to a course on real analysis.

(%) Proof. Let a = infy % Fix ¢ > 0. By definition of the infimum there exists
n > 1 such that

€
— — —. 7.6
- al < 3 (7.6)
Choose m large enough such that
ali) € .
— < =, V1<i<n. (7.7)
mn 2

Now choose k& > mn. Then there exist integers ¢, r such that k& = gn + r where
g>mand 0 <r <n. Then




['his shows that
O./(k?)
—_—— a

? <eg, for k> mn,

and hence the limit of % as k — oo exists and is equal to a. This completes the
proof. [ |

We can now prove:

ProprosITION 7.8. Let f: X — X be a dynamical system on a compact metric
space and let € > 0. Then the limit

1
héV(f) == lim Elogcov(f,k,&)

k—o0

exists and is finite.

Proof. We will show that
a(k) =logcov(f,k,¢) (7.8)

is a subadditive function.

Suppose U has dﬁ—diameter less than e and V has d/-diameter less than . We
claim that if U N f~%(V) is non-empty* then the d£+n diameter of U N f~*(V) is
also less than e. Indeed, if x,y € U N f~%(V) then since x,y € U one has

max d(f'(z), f'(y)) <e.

0<i<k—1

But also f*(x) and f*(y) € V, and hence

max d(f'(f*(x)), f'(f*(y) <e.

0<i<n—1

Therefore

dl, . (r,y) = max d(fi(z),f(y)) <e,

0<i<k+n—1

as claimed.
Thus if {U; }ies is a covering of X of sets with dJ-diameter at most ¢ and {V;};c;
is a covering of Xof sets with d/-diameter at most ¢ then

{U:n V) [ 5) e I x T}
is a covering of X of sets with d£ 4n-diameter at most €. The cardinality of this
covering is at most #1I - #.J (equality holds when each intersection U; N f~*(V}) is
non-empty). This shows that

cov(f,k+mn,e) <cov(f, k,e)-cov(f,n,e).

Taking log of both sides shows that (7.8) satisfies (7.5). The result now follows
from Fekete’s Lemma 7.7. [

4If we define the diameter of the empty set to be zero then we don’t need to make a case
distinction here.



COROLLARY 7.9. Let f: X — X be a dynamical system on a compact metric space
and let ¢ > 0. Then all four of the following quantities are finite:

1
th'&“(‘;‘")Jr = limsup — logspan(f, k, ¢)
k—o0 k

1
than(f)* = h]?_l)&lf E lOg Span<f7 k? 6)

1
h**P(f)T := limsup Z logsep(f, k,¢)

k—o0

1
he®(f)” = liminf - logsep(f. k)

REMARK 7.10. The quantities hSP"(f)* and hP(f)* are less well-behaved that
heV(f). In general it may happen that

hP ()T # ()

and
h ()" # hEP ()7,
and thus unlike hV(f) the limits need not exist. Indeed, there are examples” of

dynamical systems for which limy_, % log span(f, k, ) diverges for arbitrarily small
values of €.

Proof. By Proposition 7.6 we have
hoe' (f) < P (F)™ < hZP(f)™ <hEP(f)F <hB ()T < hgs(f), (7.9)
and the result follows by Proposition 7.8. [

Returning briefly to the heuristic discussion at the start of the lecture, we see
that the quantities h®P**(f)™ and h*P(f)* are two (in general, different) ways of
formalising the notion of the growth rate of orbits over time as seen through the
eyes of a measuring device with error €. The quantity hi(f) is slightly harder
to understand heuristically, but it is mathematically better behaved (i.e. the limit
exists). Moreover in the limit € — 0 it doesn’t matter which quantity we use.

The quantity cov(f,k,e) is obviously a monotonically increasing function as e
decreases, and hence € — h&®(f) does as well. Thus the limit as € — 0 exists. We
finally arrive at our main definition.

DEFINITION 7.11. Let f: X — X be a dynamical system on a compact metric
space. The limit

htop(f) = lm hZ*"(f) € [0, o0]

e—0

exists and is called the topological entropy of f.

We can alternatively define hy,,(f) using the other two quantities:

5If I manage to think of a sufficiently simple one it will appear on a forthcoming Problem
Sheet.



ProprosITION 7.12. Let f: X — X be a dynamical system on a compact metric
space. Then

hiop(f) = lm h2**(f) ™ = lim h2*** (f)™ = lim hi*(f)~ = lim hZ*(f)".

e—0 e—0 e—0 e—0
Proof. Immediate from (7.9). ]

REMARK 7.13. As Remark 7.10 shows, one cannot compute the topological entropy
using spanning or separating sets and just taking a limit—one must use either the
limsup or the liminf. This subtle fact is occasionally stated incorrectly in textbooks.

The exact value of heop(f) is usually very hard to compute. However as we will
see, what typically matters most is whether hyop(f) = 0 or hiop(f) > 0, and this is
usually much easier to discover.

A priori, the quantity hy.,(f) might depend on the choice of metric d, since the
quantities span(f, k, ), sep(f, k,e) and cov(f, k,e) certainly do (cf. Remark 7.3).
However luckily this is not the case, as we now prove.

ProproSITION 7.14. Let f: X — X be a dynamical system on a compact metric
space. Then hio,(f) does not depend on the choice of metric defining the topology
on X.

Proof. Suppose d; and dy are two different metrics defining the same topology on
X. As in the proof of Lemma 4.5, we consider the function

n(r) = sup{da(z,y) | di(z,y) <1}

Since X is compact, n(r) — 0 as » — 0, and hence with the obvious notation we
can alternatively compute

1
htop(fa d2) = lim lim E log COde(f7 k? U(T))

r—0 k—o0

(this only works because we already know the limit exists).
If U has (dy)!-diameter at most r then U has (dy)!-diameter at most 5(r). Thus

COVd, (fv k, U(T)) < covg, (f7 k, ’I“),

and hence
.. 1
hiop(f: d2) = lim lim —log cova, (f, k. 7(r))
o1
< 71n1_I>I(1) ’}LIQO%IOgCOle(f,kJ)
— htop(f7 dl)
Interchanging the roles of d; and dy shows that ho,(f,d1) < hiop(f,ds), and the
result follows. [ ]

COROLLARY 7.15. Topological entropy is a dynamical invariant.



Proof. Suppose f: X — X is conjugate to g: ¥ — Y via a homeomorphism

H: X —=Y:
X X

Y ———Y

S SN

Let d be a metric on Y. By Proposition 7.14 we are free to choose a convenient
metric on X. For this we choose

d(zy,29) = d(H(xl), H(@)),

which is a metric on X generating the topology on X for which H is an isometry.
For this choice of metric, we have

0 (1,2) = Oi&akxﬁ(fi(xl), fi<x2>>
= 0<r£1<a;€X1 H (fl($2)))

d(H(
= dnax d(g'(H(z1)), g'(H(x2))),
1), H(z ))

:dg( (z

Since H is a bijection, it is clear that coverings as well as spanning and separated
sets must have the same cardinality for both f and g. The result follows. [

On Problem Sheet D you will prove the following stronger version of Corollary
7.15:

COROLLARY 7.16. If g is a factor of f then hy,(g) < hiop(f). In particular, having
zero topological entropy is an inheritable property.

(&) REMARK 7.17. Let us briefly outline how to (partially) remove our standing
assumption that the underlying metric spaces are compact. Recall that a dynamical
system f: X — X on a metric space (X, d) is said to be uniformly continuous
with respect to d if for any € > 0 there exists 0 > 0 such that

d(z,y) <6 = d(f(2),f(y) <e.

If X is compact then any dynamical system is uniformly continuous. However in
the non-compact case this ceases to be case.

We say that two metrics d; and d, are uniformly equivalent if there exists a
constant ¢ > 0 such that

1
Ed1<x7y) Sd?(xay) §0d1<I,y), VQJ;?JEX-

Two uniformly equivalent metrics define the same topology, but the converse is
false (even when the underlying space is compact). If dy is a uniformly equivalent
metric to d; and f: X — X is uniformly continuous with respect to d; then f is
also uniformly continuous with respect to ds.



Suppose now that (X,d) is an arbitrary metric space and f: X — X is uni-
formly continuous with respect to d. If K C X is compact then by mimicking the
construction above one can define the topological entropy of f with respect to the
compact set K, denoted by hi,(f, d, K). We then define the topological entropy
of f as

hiop(f, d) == sup {hiop(f,d, K) | K C X is compact} .

One can show that hyop(f, d1) = hop(f, d2) if dy and dy are uniformly equivalent.
Moreover this new definition of topological entropy includes the original as a special
case (since if X is compact we can take K = X).



LECTURE 8

Hyperbolic Toral Automorphisms

Over the next few lectures we will compute the topological entropy of most of our
model dynamical systems. Along the way we will also introduce another important
class of dynamical systems, called hyperbolic toral automorphisms. The results
of our various computations are summarised in Table 8.1 below.

Dynamical system Topological Entropy | Proved in
The circle rotation pg hiop(pg) = 0 Corollary 8.2
The circle expansion ey, hiop(€er) = log k Corollary 8.7
Any reversible system f: S! — S1 hiop(f) =0 Proposition 8.8
Any reversible system f: [0,1] — [0,1] | hyop(f) =0 Problem D.3
A hyperbolic toral automorphism f;, | hyp(fr) = log A Theorem 8.18
Any expansive f hiop(f) < 00 Theorem 9.10
The tent map 7 htop(7) = log 2 Corollary 11.8
The logistic map A4|[,1 htop(Aalfo,1]) = log 2. Corollary 11.9
The shift map o hiop(0) = log 2 Problem F'.1

Table 8.1: The topological entropy of some of our model dynamical systems.

We begin with the following trivial computation.

LEMMA 8.1. Suppose f: X — X is a dynamical system on a compact metric
space. Suppose there exists a metric d defining the topology on X for which f is
an isometry. Then hio,(f) = 0.

Proof. For such a metric d, one has di = d for all k, and hence cov(f, k,e) =
cov(f,1,¢) for all k. Thus for any £ > 0 one has

1
heoY (f) = kh—>nolo % logcov(f, k,e) =0,

and hence hg,(f) = lim._,o h&V(f) = 0. [
COROLLARY 8.2. Any circle rotation has zero topological entropy.

Proof. A circle rotation is an isometry with respect to the usual metric on S (cf.
the proof of Problem A.2). [

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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The next result shows how entropy behaves with respect to products.

PROPOSITION 8.3. Let f: X — X and g: Y — Y be dynamical systems on com-
pact metric spaces. Then hyop(f X g) = hiop(f) + hiop(9)-

Proof. Consider the metric d on X x Y given by

d((xlv yl)? ({L’27 yQ)) = maX{d(xlv x2>7 d(yla y2>}

(where by a slight abuse of notation d also denotes both the metrics on X and Y').
With this metric one has

dixg((%, Y1), (952792)) — max {di(xl’ z2), di (1, yZ)} '

Thus if U C X has dﬁ—diameter at most ¢ and V C Y has di diameter at most ¢,
then U x V has dixg diameter at most e, whence it follows that

cov(f x g, k,e) < cov(f,k,e)-cov(g,k,e),
and hence taking logs of both sides tells us that

htop(f X g) S htop(f) + htop(Q)'

To see the other direction, with the same metric we observe that if A C X is (k, ¢)-
separated with respect to f and B C Y is (k,e)-separated with respect to g then
A x B is also (k, e)-separated with respect to f x g. Thus

sep(f X g,k,e) > sep(f, k,e) -sep(g, k, €),

and hence taking logs of both sides tells us that

htop(f X g) Z htop(f) + htop(g)‘

Thus we must have hyop(f X ¢) = hiop(f) + hiop(g). This completes the proof. m

COROLLARY 8.4. Any product of rotations
Po, X -+ X pg, T —T"
has zero topological entropy.

Now we investigate how topological entropy behaves with respect to invariant
sets.

PROPOSITION 8.5. Suppose f: X — X is a dynamical system on a compact metric
space. If A C X is a closed invariant set then hiop(fla) < hiop(f). Moreover if
Ay, ..., A, are closed (not necessarily disjoint) invariant sets whose union is all of
X then

htop(f) = Imax htop(f

1<i<n

Ai)'



Proof. Suppose that A is a closed invariant set. A subset B C A that is (k,¢)-
separated for f|, is also clearly (k,e)-separated for f itself, and hence

sep(f|a, k,e) <sep(f,k,e).
Thus hiop(fla) < hiop(f). To see the second statement, note that if B, C A; is a
(k,e)-spanning set for f|4, then |J;_, B; is a (k,¢)-spanning set for f itself. Thus

span(f, k,e) < Y span(f|a,, k,e) <n- max span(fla;, k, ).
=1 -

Thus

1
h$Pan(£)~ = lim inf —- log span(f, k, €)
k—o0 k’

Aiukag)

1 1
< T L o 1
< khm logn + hlgrig)lf max — log span( f

1
= 0 + max liminf % log span(f|a,, k, €).

1<i<n  k—

Letting € — 0 shows that hop(f) < maxi<i<m hiop(fla;). Since hiop(fla;) < hiop(f)
for each ¢ by the first part, we must have equality. This completes the proof. [ |

Here is a more involved explicit computation.
PROPOSITION 8.6. The doubling map ey: S* — S* satisfies hyop(e2) = log 2.
Proof. We endow S! with the usual metric d, given explicitly by
d(z,y) = min{|z —y|,1 — [z —yl}, (8.1)
where we think of S' as the unit interval [0,1] with 0 and 1 identified. Observe
that: |
div,y)< 7 = der) e(y)) = 2d(z,y). (8.2)

Now let A, denote the set of numbers of the form 2% fori =0,1,...,2¥ — 1. Note
Aj, has cardinality 2. Fix 0 < ¢ < 1/4 and choose n > 2 such that

1
il <€§2—n.

We claim that for any k > 1, A, 1}, is a (k, €)-spanning set for ey. Indeed, if x € S*
then there exists 0 < i < 2"** — 1 such that

1 1+ 1
on+k S T < 2n+k'
Take ,
e+l
Y= otk

so that y € A, . Then d(z,y) < 2™ % and for any 0 < i < k — 1, one has using
(8.2) repeatedly that

i i i 1
d(e2(x),62(y)) < 2d(x,y) < ST < €.

3



Next, we claim that A, 41 is a (k, €)-separated set for e5. For this take two distinct
points =,y € A,ir_1. We must show that there exists 0 < ¢ < k — 1 for which
d(ey(x), e4(y)) > e. Since e < 1/4 by assumption we may assume (for if not, we
are done) that d(ej(z),eb(y)) < 1/4 for all 0 < i < k — 1, and hence by (8.2) we
have

d(es " (x),e57 (y)) = 2" d(x,y).
Since  # y both belong to A, ,_1, we have d(z,y) > 2'7%7" and thus

k=1 1
> €.

d(es (), 5 (y)) > onth T~ gn 2

We have therefore shown that
span(ey, k,g) < 2"+F and sep(eg, k,g) > 2" TEL

Thus

1
than(62>+ = lim sup — log Span(€27 kv 5)

k—o00
log 2
< limsup (P F) 082
k—o00 k
= log 2,

and similarly

1
h**P(ey)t = limsup - log sep(es, k, €)

k—o00
k—1)log2
> lim sup (n+ )log
k—o0 k

= log 2.
Letting € — 0 shows that
log 2 < higp(e2) < log2,
and thus heep(e2) = log 2. This completes the proof. [
COROLLARY 8.7. The circle expansion ey: S* — S! satisfies hyop(er) = log k.

Proof. The proof is very similar to that of Proposition 8.6—one just uses fractions
with denominators k' instead of 2°. |

The dynamical system e, is not reversible for £ > 2, since it is not injective.
We next prove that any reversible system on S' necessarily has zero topological
entropy.

PROPOSITION 8.8. Suppose f: S' — S! is a reversible dynamical system. Then
htop(f) = O



Proof. We know that f maps intervals to intervals because the intervals are the
connected subsets of S*. Fix ¢ > 0 and let B be a (k,e)-separated set for f of
cardinality sep(f,k,e). Let n denote the integer part of 1/e and choose a subset
Y C St of n+1 evenly spaced points. Then any consecutive points z, w € Y satisfy
d(z,w) < e. Set

k—1 ‘
Yy = U f_Z(Y)a
=0

then #Y; < k(n+1). Now let I be an interval of S\ B having endpoints =,y € B.
Then d(f*(z), fi(y)) > € for some 0 < i < k — 1. The distance d(f*(z), f'(y))
is the smallest of the lengths of the interval f(I) and its complementary interval
ST\ fi(I). Thus f(I) must have length at least ¢ and therefore contains a point
of Y. Thus [ itself must contain a point of Y.

This shows that the cardinality of B, which is the same as the number of
components of S\ B, is less than or equal to the cardinality of Y;. Hence

sep(f,k,e) < k(n+1),

and hence

1
h**P(f) = limsup z logsep(f,k,e)

k—o0

1
< limsup p log(k(n+1)) = 0.

k—o0

Letting ¢ — 0 shows that h.,(f) < 0, and hence hyp(f) = 0. This completes the
proof. [ |

REMARK 8.9. On Problem Sheet D you will prove that Proposition 8.8 is also true
for any reversible dynamical system on [0, 1]. However as Theorem &.18 shows, this
result is not true for reversible dynamical systems on T2.

We now introduce another important class of dynamical systems on tori. We
regard the n-dimensional torus T" as R" / Z™ (equipped with quotient topology),
and we let

m: R > Z" (8.3)

denote the quotient map.

DEFINITION 8.10. Let L: R® — R™ be a linear map which can be represented by
a matrix (also denoted by L) whose entries are all integers. Then L induces a map

fr: T" —T"
such that the following diagram commutes:

R* —L — R®

™ ¥——— ™
fr

5



This map is continuous by definition of the quotient topology, and hence is a dy-
namical system on T". We call f; the toral endomorphism induced by L. If
f1 is reversible we say that f is a toral automorphism.

The following easy lemma is left as an exercise.
LEMMA 8.11. The dynamical system fy, is reversible if and only if |det L| = 1.

DEFINITION 8.12. A matrix L is said to be hyperbolic if |A| # 1 for every eigen-
value A of L.

See Remark 8.16 below for a partial explanation of the word “hyperbolic”.

DEFINITION 8.13. Let f: T™ — T™ denote a toral endomorphism. We say that
fr is a hyperbolic toral endomorphism if L is a hyperbolic matrix, and that
fr is a hyperbolic toral automorphism if f; is reversible and L is a hyperbolic
matrix.

EXAMPLE 8.14. Take n = 1. Then the circle expansions ej: S — S! are hyperbolic
toral endomorphisms for k£ > 2.

To focus the ideas, let us now concentrate on the case n = 2. We come back to
the general n in Remark 8.19 at the end of the lecture. For n = 2, an easy way to
check hyperbolicity is to look at the trace:

LEMMA 8.15. Let L: R? — R? be a linear map represented by a matrix with integer
entries. Suppose that |det L| = 1 and that |tr L| > 2. Then L is hyperbolic.
Moreover the two eigenvalues Ay and Ay of L are real and irrational and there exists
a unique X > 1 such that {|\{],|\a2|} = {\, A\71}.

Proof. Let t = tr L. Then the eigenvalues of L are given by

B t+Vt2 —4det L

£,
AT 5

If || > 2 then these are both real. Moreover these numbers are rational if and
only if there exists a & € N such that t? &4 = k%. However if such a k exists then
(t — k)(t + k) = £4, which implies that either

tvk=4, t—k=1

or
tth=—1, t—k=—4d

No such integer k exists. [ |

From now on to avoid needing to make case distinctions, let us assume that
|tr L| > 2 and that det L = 1. Then the eigenvalues of L can be written as
{\, A71} for some A > 1. Let vy, vy be unit length eigenvectors of L such that

LUl = )\’Ul7 LUQ = /\_11}2.




If d is a metric on R” that is translation-invariant then d induces a metric d on
T™ for which the map 7 from (8.3) becomes a local isometry. In this case

d(r(v),m(w)) = d(x~([o]), 7} ([w])

In the following it will be convenient to work with a metric on R? that is nicely
adapted to the eigendirections of L. Since {v;,v,} is basis of R?, given any two
vectors v, w € R? we can write

UV — W = a1V + aoV9

for ai,as € R. We then define a metric d on R? by

A

d(v, w) = max{|ai|, |as|}. (8.4)

This is translation-invariant metric on R?, and hence defines a metric d on T?. A
“ball” in this metric is a parallelogram whose sides are parallel to v; and v,. See
Figure 8.1 below. If ¢; is a sufficiently short line segment in T? parallel to v; then
fr(¢;) is another line segment in T? whose length (with respect to the induced
metric d on T?) is multiplied by A or A™!. Since A > 1, we see that f acts an
expansion in the direction v; and as a contraction in the direction vs.

REMARK 8.16. Hyperbolic toral automorphisms will play a much greater role in
the first half of Dynamical Systems II, when we study differentiable dynamics, and
in particular, hyperbolic dynamics. The precise definition of “hyperbolic” is a
little complicated, and so we defer it until next semester, but roughly speaking
it means that the dynamical system expands in some directions and contracts in
others. The argument above shows that f; is indeed a hyperbolic dynamical system
on T2

As we will see in Dynamical Systems II, hyperbolicity will turn out to be the
main mechanism for producing positive topological entropy for differentiable dy-
namical systems. Theorem 8.18 below should be thought of as an example of this
mechanism at work.

On Problem Sheet D you will prove:
PROPOSITION 8.17. Any hyperbolic toral automorphism fr,: T*> — T? is mixing.
Here we compute topological entropy of a hyperbolic toral automorphism.

THEOREM 8.18. Let fr: T? — T? be a hyperbolic toral automorphism as above.
Then hiop(fr) = log .

Proof. Let d denote the translation-invariant metric from (8.4). Abbreviate! by
d, = dt and d), = diL. Since 7 is a local isometry for ¢ > 0 sufficiently small one
has

By, (w(v),7) = W(Bdk (v, 7’)) (8.5)

A “ball” of radius r in the dj, metric of radius is a parallelogram whose sides are
parallel to v; and v, and whose (Euclidean) lengths are 2eA™" and 2e respectively.
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Figure 8.1: The dj ball of radius e.

See Figure 8.1 . The Euclidean area of such a ball is 4ce?A™*, where 0 < ¢ < 1 is a
constant that depends on the angle between v; and v, (if v; and vy are orthogonal
then ¢ = 1).

This means that to cover the unit square [0, 1] x [0, 1] (which has Euclidean area
1) we need at least % such balls. Since any set with dj-diameter less than € is

contained in a dj-ball of radius €, using (8.5) we see that

cov(fr,k,e) > F;, for e sufficiently small,
and hence
Ak
htop(f) > lli% li}gggolf - log y=

1
= lim lim inf z ( log \* — log 4082)

e—=0 k—oo

= log \. (8.6)

For the converse direction, we tile R? by closed dy-balls (i.e. parallelograms). If
e is small enough then any such ball that intersects the unit square [0, 1] x [0, 1]
is entirely contained in the larger square [—1,2] x [—1,2]. This larger square has
Euclidean area 9, and hence this tiling of R? has at most % balls that intersect
the unit square. The image under 7 of all the open balls that intersect the unit
square form an open cover of T2, and using (8.5) again we therefore obtain

9Nk

COV(fL, ]{?, 8) S E,

for e sufficiently small.

!Strictly speaking, cf% does not fit into the framework of Definition 7.1 as (R™,d) is not a
compact metric space. This does not matter as far as the forthcoming proof is concerned.



Then

: _ 9Nk
hiop(fr) < limsup lim inf % log —

es0 koo ce?

= ll_r}(l) h}gg}lf z (log)\ — log §c<€ >

= log \. (8.7)

Comparing (8.6) and (8.7) we see that hyop(fr) = log A. This completes the proof.
|

(%) REMARK 8.19. Theorem &.18 generalises to tori of arbitrary dimension. Sup-
pose fr: T" — T has is a hyperbolic toral automorphism such that det L = 1.
Order the eigenvalues of L as

Al > el 2> > 1> gl > Al

Then an argument similar to that of Theorem 8.18 shows that

heop (f1) = Zlog Al (8.8)

Note that (8.8) includes both Corollary 8.7 and Theorem 8.18 as a special case.



LECTURE 9

Expansive Dynamical Systems

In this lecture we introduce two related notions of expansiveness, and prove that
expansive dynamical systems always have finite topological entropy. This lecture
contains two reasonably tricky proofs, Theorem 9.9 and Theorem 9.10, which—at

least in my opinion—are rather more involved than anything else we have done so

far'.

DEFINITION 9.1. Suppose f: X — X is a dynamical system on a metric space
(X,d). We say that f is expansive if there exists a constant 6 > 0 such that

d(f*(x), fFy)) <6, YE>0 =  z=uy.
Any constant § > 0 with this property is called an expansivity constant for f.

REMARK 9.2. An expansivity constant is not unique, since if § is an expansivity
constant then so is ¢’ for any 0 < ¢’ < §. As in Remark 4.3 (which was concerned
with the similar situation of sensitivity constants), one could take the supremum
of all expansivity constants to obtain something unique. However this is rarely
helpful, and typically hard to compute.

The doubling map is our prototypical example of a expansive map.

EXAMPLE 9.3. Consider S with the standard metric. We claim that the doubling
map ey: St — St is expansive with expansivity constant § = 1/4. Indeed, this
follows immediately from equation (8.2). If z,y € S* satisfy d(e5(xz), e5(y)) < 1/4
then

d(e5™ (x), €57 (y)) = 2d(e5(2), e5(y))-
Thus if d(e(z), ek(y)) < 1/4 for all k > 0 then d(z,y) = 0.

Here is a slightly more exotic example.

ExXAMPLE 9.4. Consider the logistic map A, for a > 2 + /5. Set
X = () A%([0,1])
k=0

Then X is a compact A\,-invariant subset of [0, 1]. Equip X with the metric inherited
from the standard metric on [0,1]. We claim that A,|x is expansive, and that
moreover an expansivity constant can be taken as 0 < 0 < b= +/1—4/a.

To see this, set

I=[0,(1-0)/2,  J=[(1+0)/21],

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
Hopefully I won’t mess things up too badly in lecture. ..
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Since A\,(z) =1 for z = (1 £b)/2 we have T U J = \;'([0,1]) and moreover that
N (2)] = a|]l — 2z| > ab, VeelUJ (9.1)

Now suppose z,y € X satisfy |[A\(x) — A\¥(y)] < 0 for all & > 0. Then for each
k > 1, either \*(x) and Af(y) both belong to I or they both belong to J. Thus by
the mean value theorem, one has from (9.1) that

6 > [Ni(z) — Me(y)| > (ab)*|z — |
for all k > 1. Since a > 2 + /5 one has ab > 1, and hence x = y.

ExXAMPLE 9.5. Consider Yo with its natural metric d (Definition 4.15). In Problem
E.1 you will prove that o: X9 — 35 is expansive.

The next result is similar to Lemma 4.5, and the proof is left as an exercise.

LEMMA 9.6. Let (X,d;) be a compact metric space, and suppose f: X — X is a
dynamical system which is expansive with respect to dy. If dy is any other metric
on X defining the same topology then f is expansive with respect to ds.

We emphasise however that the precise value of an expansivity constant does
depend on the metric.

REMARK 9.7. An expansive dynamical system automatically has sensitive depen-
dence on initial conditions. However expansive systems are not necessarily chaotic,
since the periodic points need not be dense.

In the reversible case another definition is possible.

DEFINITION 9.8. Suppose f: X — X is a reversible dynamical system on a metric
space (X,d). We say that f is weakly expansive’ if if there exists a constant
0 > 0 such that

d(f*(z), fFy)) <0, VkeZ = T =1y.

Again, any such constant § > 0 with this property is called an weak expansivity
constant for f.

It is obvious that an expansive reversible dynamical system is also weakly ex-
pansive, but the converse is not true. In fact, provided the metric space is not a
finite set, no expansive dynamical system is ever reversible:

THEOREM 9.9. Suppose X is an infinite compact metric space. Then any expansive
dynamical system f: X — X is not injective.

2Warning: The terminology “weakly expansive” is not standard. Many textbooks continue
to use the name “expansive” for what we are calling “weakly expansive”. This can be misleading,
since—as Theorem 9.9 shows—expansive and weakly expansive reversible systems are not the
same thing!



Proof. Assume® for contradiction that f is both injective and expansive, and let
0 > 0 be an expansivity constant for f. We prove the result in three steps.

1. We first claim there exists p > 1 such that
d(f'(z), f'(y)) <6  Vi=1,...,p = d(z,y) < 9. (9.2)
Indeed, if (9.2) is not true then for every £ > 1 we can find points zy, yx such that
d(fi(xk),fi(yk)) < Vi=1,...,k and d(xg, yp) > 0.

By compactness, we can choose convergent subsequences xp, — x and y,, — v.
Then d(x,y) > 6; in particular z # y. However we claim that f(z) = f(y). Indeed,
by continuity for any ¢ > 0 we have

A(7'@). £)) = Tim d(F (). £ 0,) 9.3
Since d(f'(zk,), [ (yk,)) < 6 for all 1 < i < k, we deduce from (9.3) that

d(f'(z), f'(y)) <6, VieN.

Then expansivity (applied to the points f(x) and f(y)) tells us that f(z) = f(y),
which contradicts f being injective. This shows that (9.2) holds, and finishes the
proof of Step 1.

2. In Step 2 we will show that this p actually has a stronger property: for any
z,y € X and m > 0 if

d(fi(x), fi(y)) <9, for m+1<i<m-+p, (9.4)

then in fact

d(f'(x), f'(y)) <6 0<i<m. (9.5)

We prove this by induction on m; equation (9.2) was the case m = 0. For the
inductive step, let us suppose that x,y satisfy

d(f'(z), f'(y)) <6, for  m+4+2<i<m+1+p.

Then d(f'(f(x)), fi(f(y))) < & for m+1 <i < m+ p so by applying the inductive

hypothesis to f(z) and f(y) we have d(f'(f(z)), f/(f(y))) < 6 for i =0,...,m,
and hence we have

d(f'(z), f'(y)) <6, for i=1,....m+1+p. (9.6)

Applying (9.2) to (9.6) we also obtain d(x,y) < ¢. This finishes the inductive step.

3. We are now ready to prove the theorem. Since X is compact, there exist
finitely many points z1, ..., 2, such that the balls of radius g in the di 41 Metric
cover X. Since X is assumed to be an infinite metric space, in particular there

exists a subset A C X containing ¢ + 1 points.

3This elegant proof is due to Coven and Keane.
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For every k£ > 0 by the Pigeonhole Principle there exists x; # y; in A such that
f¥(xy) and f*(y;,) lie in the same ball Bd£+1 (2,%). Thus from (9.1) and (9.5) we

have that d£+p+1(xk, yr) < 6.

Since there are only finitely many pairs of these ¢ + 1 points, by the Pigeonhole
Principle again there exists x # y € A such that x;, = x and y, = y for infinitely
many k. Thus d(f*(z), f(y)) < ¢ for all i > 0. This violates expansivity. We have
therefore obtained a contradiction to our assumption that f was both injective and
expansive; the proof is complete. [ |

So far all the dynamical systems whose topological entropy we’ve computed’
have had finite topological entropy. In general there is no reason for this to be the
case, and on Problem Sheet ' there is an explicit example of a dynamical system
whose topological entropy is infinite. However, as the next pair of results show, any
(weakly) expansive dynamical system necessarily has finite topological entropy.

THEOREM 9.10. Let f: X — X be an expansive dynamical system on a compact
metric space. Then hiop(f) < oo.

Proof. Let 0 denote a (weak) expansivity constant for f, and choose
0<4dy<e<d. (9.7)
We will prove that there exists p = p(7,€) > 1 such that
sep(f, k,v) <sep(f,k+2p,e), Vk>p. (9.8)

Let us assume (9.8) for the moment and show how the result follows. Using Propo-
sition 7.6 we then have

cov(f, k,2vy) < cov (f, k + 2p, %)

Thus

|
() = lim — logcov(f, k,7)

k—o0
1

? log cov (f, k+ 2p, %)

< lim
k—oo

1 .
= JLIiloﬁlogcov (f,n, 5)

— b (f).
Since v < § we always have hg2"(f) > h%ov(f), and thus

() = hg ().
Since 0 < 47 < ¢ < § were arbitrary, this shows that the quantity h%V(f) is
independent of r for all r < g. Since for any fixed value of r the quantity h¢®v(f) is
finite (by Proposition 7.8), we see that h.p(f) is also finite.

4 Admittedly, this is a rather short list.



It remains therefore to prove (9.8). We claim that there exists p = p(7y, €) such
that: ' '
d(z,y) >~ = d(f*(z), f'(y)) > ¢ for some 0 < i < p. (9.9)

The proof of (9.9) is similar to that of (9.2): if no such p exists then we find
sequences Ty, yr such that d(xy,yx) > 7 for all k£ but d(f‘(xk), fl(yk)) < ¢ for all
0 < ¢ < k. Passing to a subsequence we may assume that x; — x and y, — .
Then d(z,y) > v but d(f'(z), fi(y)) < e for all i > 0. Since € < § this violates
expansivity.

Finally” let us see how (9.9) implies (9.8). Let & > p and suppose now that
B is a maximal (k,~)-separated set for f. Then for z # w belonging to B, one
has df (z,w) > ~. Thus there exists 0 < j < k — 1 such that d(f7(z), f/(w)) > 7.
Applying (9.9) with x = f7(z) and y = f7(w), we see there exists 0 < i < p such
that

A2, f ) > .

Since certainly 0 < i+ j < k + p — 1, this shows that d£+p(z,w) > ¢. This shows
that B is (k + p,e)-separated set for f. Since B was a maximal (k,~y)-separated
set, we obtain

sep(f,k+p,e) > #B =sep(f, k,7).

The proof is complete. [ |

COROLLARY 9.11. Let X be compact metric space and let f: X — X be a re-
versible weakly expansive dynamical system. Then hyp(f) < o0.

Proof. The argument is mostly the same as in the proof of Theorem 9.10. If § is
a weak expansivity constant for f, then with 7,¢ as in (9.7), we again claim there
exists p = p(7, e) such that (9.8) holds. Using weak expansivity, we first argue as
in (9.9) that there exists p = p(y, ) such that

d(z,y) >~ = d(f*(x), f'(y)) > € for some —p <i<p. (9.10)

It then readily follows that if B is a (k, y)-separated set then f~P(B) is a (k+2p, €)-
separated set. In the reversible case #B = #fP(B), and thus sep(f, k + 2p,&) >
sep(f, k,7). The proof concludes as before. [

REMARK 9.12. In practice, perhaps the most useful consequence of the proof of
Theorem 9.10 and Corollary 9.11 is that for (weakly) expansive systems f, it is not
necessary to take the limit as € — 0 of h®¥(f) in order to compute the topological
entropy. This makes computing the topological entropy much easier. We will see
an example of this in Lecture 11.

REMARK 9.13. We will see another proof of Theorem 9.10 and Corollary 9.11 which
is slightly slicker.

5Thank you to J. Hichl for simplifying this proof.
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LECTURE 10

Topological Entropy via Open Covers

In this lecture we will first give another related way of defining expansivity. We
will then build on this to give a new way of defining topological entropy. This new
definition will be the main ingredient we use to find the link between topological
entropy and measure-theoretic entropy in Lecture 28. Finally, we use our new
definition of expansiveness and our new definition of entropy to give a second proof
of Theorem 9.10 (and Corollary 9.11).

DEFINITION 10.1. Let X be a metric space and let f: X — X be a dynamical
system. Let U = {Uy,...,U,} be a finite open cover of X. We say that U is a
generator for f if given any sequence (ix)r>o where i, € {1,...,q} for each k >0

the intersection .
k=0

is either empty or contains exactly one point.
In the reversible case we can also define the notion of a weak generator.

DEFINITION 10.2. Let X be a metric space and let f: X — X be a reversible
dynamical system. Let U = {Uy,...,U,} be a finite open cover of X. We say that
U is a weak generator for f if given any sequence (iy)gez where i, € {1,...,q}
for each k € Z the intersection

N £

k=—00
is either empty or contains exactly one point.

If U is a generator for a reversible system f then clearly U is also a weak
generator. The converse is not necessarily true though. In fact, it follows from
Proposition 10.5 and Theorem 9.9 that reversible maps on infinite compact metric
spaces never admit generators.

Let us now recall the following basic piece of point-set topology.

LEMMA 10.3. Let X be a compact metric space and let U denote a (not necessarily
finite) open cover of X. Then there exists 6 > 0 such that any set A C X of
diameter less than § is contained in some element of U.

REMARK 10.4. In general a Lebesgue number for an open cover U of a metric
space (X, d) is a positive number § > 0 with the property that any set A C X of
diameter less than ¢ is contained in some element of U. Thus Lemma 10.3 tells us
that on a compact metric space, every open cover admits a Lebesgue number.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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The following proof is non-examinable, since it belongs to a course on real-
analysis.

(&%) Proof of Lemma 10.3. Since X is compact, by passing to a finite subcover, we
may assume U is finite, say U = {U, ..., U,}. We may also assume that U; # X for
each i, otherwise there is nothing to prove. Consider the function a: X — [0, 00)
given by

a(z) = é Z d(z, X\ U;).

This is a continuous positive function on a compact set, and hence ¢: = infa > 0.
Then if A has diameter less that 6 and x € A then A C B(x,¢). Since a(x) > d
there must exist at least one U; such that d(z, X \ U;) > 4. Thus B(z,d) C U, for
some 7, and hence also A C U;. This completes the proof. [ |

We can now prove:

ProprosiTioN 10.5. Let f: X — X be a dynamical system on a compact metric
space. Then:

(i) f is expansive if and only if f admits a generator.

(ii) If f is reversible then f is weakly expansive if and only if f admits a weak
generator.

Proof. We prove (ii) only; the proof of (i) is almost identical. Assume that f is
weakly expansive, and let § denote a weak expansivity constant for f. Since X
is compact, there is a finite cover U = {Uy,...,U,} of X by open balls of radius

g. Suppose we are given a sequence (ix)r>0 where ix € {1,...,¢q} for each k > 0.
Suppose
T,y € ﬂ f_k(Uzk)
k=—00

Then in particular d(f*(z), f*(y)) < & for all k € Z, whence by weak expansivity
we have x = y. Thus U is a weak generator.

For the converse, let U = {Uj,...,U,} be a weak generator for f and let ¢ be a
Lebesgue number for U. Suppose that d(fk(x), fk(y)) < % for all kK € Z. Then for
each k we can choose an element U;, € U such that f*(z), f*(y) € U;,. Then both
x and y belong to (V,; fk (Uik), whence x = y. Thus f is weakly expansive with
weak expansivity constant §. This completes the proof. [ |

COROLLARY 10.6. Let f: X — X be a dynamical system on a compact metric
space. Then

(i) f is expansive if and only if f* is expansive for all k > 1.

(i) If f is reversible then f is weakly expansive if and only if f* is weakly expan-

sive for all k # 0.



Proof. This easiest way to prove this is to use (weak) generators. Again, we prove
(i1) only. If U is a weak generator for f then the collection of sets of the form

U N Y U) N f2HU) N -0 f~ED(0, ),

where (Uy,...,Ux_1) runs over all possible |k|-tuples of elements of U, is a weak
generator for f* (this is true for any k& # 0). Conversely any weak generator for f*
is also a weak generator for f. This completes the proof. [ |

Having seen that we can characterise (weakly) expansive maps via the existence
of special open covers, we now proceed to study open covers in general.

DEFINITION 10.7. Let X be a metric space. Suppose U and V are two (not neces-
sarily finite) open covers of X. We define their join to be the open cover

UVY:={UNV|U€eWUV eV}

Similarly given finitely’ many open covers {U;}, i = 1,...,k, we define their join
\/f:1 U; to be the open cover whose sets are all intersections of the form ﬂle Ui,
where U; € U;.

DEFINITION 10.8. Let X be a metric space. Suppose U and V are two open covers
of X. We say that V is a refinement of U if for each V' € 'V there exists U € U
such that V' C U. We write U <V to indicate that V is a refinement of U.

Two examples of this are:

e If V is a subcover (i.e. a collection of elements of U that also covers X) of U
then U <X V.

e If U and V are any two covers then

U<UVYV, and V<Uvv. (10.1)

DEeFINITION 10.9. If U is an open cover of X and f: X — X is a dynamical system,
we denote by f~!(U) the open cover

fHW) = {f(U) | U e up.
We define f~*(U) inductively.

DEFINITION 10.10. Let f: X — X be a dynamical system on a metric space, and
suppose U is an open cover of X. For k£ € N we denote by u’; the open cover

k-1
uk = \/()f_i(U).

I'Note we cannot form the join of infinitely many open covers, since in this case the intersections
may fail to be open in X.



Thus
u}:u, uZZvafl(u),

and in a general a typical element of u’; is an intersection of the form
UoN fHU) N0 500,
where U; € U. Moreover for any k,n > 0 one has
W = Ul v R (Uy). (10.2)

REMARK 10.11. With this language the proof of Corollary 10.6 can be shortened:
if U is a generator for f then u’; is a generator for f*.

The next lemma is immediate.

LEMMA 10.12. Let f: X — X be a dynamical system on a metric space, and
suppose U and V are two open covers of X. Then

FHUVY) = 1) v (), (10.3)

and
u=<v = 1) = £7H). (10.4)

We will now work towards an alternative definition of topological entropy that
uses open covers. This generalises the definition of entropy using hf®, and has the
advantage that it gives us more freedom in the choice of open covers we use. This
will be crucial in our proof of the Variational Principle in Lecture 28. The first step
is to define the entropy of a cover.

DEFINITION 10.13. Let X be a compact metric space. If U is an open cover of
X, we denote by minU the number of sets in a finite subcover of U of minimal
cardinality. We define the entropy of a cover U to be

H(U) := log min U.

PropPOSITION 10.14. Let D(e) denote the cover consisting of all open sets with
diameter strictly less than €. Then

min D(e)§ = cov(f, k, ¢)
(%) Proof. An element of D(e)! is an intersection of the form
V=Unf1U)n--nf 5 D(0)

where each U; has diameter less than €. Let 2,y € V. Then for each 0 <i <k —1
one has

f(@), f(y) € Uj
and thus as U; has diameter less than ¢ we have d(f?(z), f/(y)) < e. This shows

that
r,yeV = dl (z,y) <e,



and hence
cov(f, k,€) < minD(e)].

The converse is rather trickier’?. We will first show that if W is any set with di-
diameter less than e then there exists V € D(e)! such that W C V.
Indeed, if W has di—diameter less than € then there exists 0 < § < € such that

diamdi W < 4. Now set
: g—20
U Bd(fl(-f), 3 )) :

zeW

k—1
V.= ﬂ f (
i=0

Then clearly W C V. We claim that V € D(e)/. To see this we must show that

diamy ( | Ba (fi(x), c g 5)) <e.

zeW

Suppose

Y1,Y2 € U Bd(fi(a:), 6;5)-

zeW
Then there exist x1, x5 € W such that

(7 GBd(fi(xl)ygg(s)» Y2 GBd(fi(@)aE;é)-

Then

d(y1,y2) < d(ys, f'(z1)) +d(f'(x1), f1(w2)) + d(f(22), 12)
e—0 €—0
3 3
<e.

< + d5 (1, m) +

Thus V € D(e)] as claimed.

We now complete the proof of the converse direction. Suppose cov(f, k,e) = n.
Then there exists an open covering Wy, ..., W, of X of sets with d£ diameter less
than €. By the above procedure we can find sets V;,...,V,, that belong to @(5)£
and satisfy W, C V,,. Thus Vi,...,V, also covers X, and hence min D(5)£ > n.
This completes the proof. [ |

ProrosiTioN 10.15. Let f: X — X be a dynamical system on a metric space,
and suppose W and 'V are two open cover of X. Then:

(i) H(U) > 0, and H(U) = 0 if and only if X € U.
(ii) IfU =V then H(U) < H(V).
(iii) HUV V) < HU) 4 H(V).

2Thanks to J. Hiichl for this argument.



(iv) H(f~H(W)) < H(W). If f is surjective then H(f~*(U)) = H(U).

Proof. The proof of (i) is immediate. To prove (ii), suppose {V1, ...V} is a subcover
of V with minimum cardinality. For each 1 < i < ¢ there exists U; € U such that
V; CU;. Thus {Uy,...,U,} also covers X, and hence minU < ¢.

To prove (iii), if {U;,...,U,} and {Vi,...,V,} are subcovers of minimal car-
dinality, then U; NV, for 1 <7 < pand 1 < j < g is a subcover of UV V, and
thus

mnUVY <minU - minV.

To prove (iv), if {Uy,...U,} is a subcover of U of minimum cardinality then the
collection {f~Y(U1,),..., [~ (U,)} is a subcover of f~*U, so
min £~ (U) < min U.

If f is surjective and {f~*(V4),..., f~1(V,)} is a subcover of f~1(U) of minimum
cardinality then {Vi,...,V,} also covers X, and hence minU < min f~*(U). This
completes the proof. [ |

The next result generalises Proposition 7.8 to arbitrary covers.

ProprosiTioN 10.16. Let f: X — X be a dynamical system on a compact metric
space. If U is an open cover of X then the limit limy_,., 1 H(U) exists.
Proof. This is another application of Fekete’s Lemma 7.7. Define a: N — [0, 00)
by
o k
alk) = H(uf).

We will show that « is subadditive. Indeed,
alk+n)=H (U;‘#")
< HUE) +H(F up))
< a(k) + a(n)
where the first inequality used (10.2) and part (iii) of Proposition 10.15, and the

second inequality used part (iv) of Proposition 10.15. Now the result follows from
Fekete’s Lemma 7.7. [ |

We can therefore make the following definition.

DEFINITION 10.17. Let f: X — X denote a dynamical system on a compact metric
space. Let U denote an open cover of X. We define the entropy of f relative to
U, written h*(f,U) to be

h*(f,U) = lim %H(u’;).

k—o0

By taking the supremum over all open covers we get another quantity.

DEFINITION 10.18. Let f: X — X be a dynamical system on a compact metric
space. We define

hiop(f) = Sup h*(f, W),

where the supremum is over all open covers of X.
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LEMMA 10.19. Let f: X — X be a dynamical system on a compact metric space.
Then

htop(f) S h:op(f)’
Proof. By Proposition 10.14 for any € > 0 we have

h*"(f) = b (f, D(e)),

and thus
he¥(f) < hi,,(f),  Ve>0.

top

Letting ¢ — 0 yields the result. [ |

In fact, we always have equality:

htop(f) = h:(op(f)' (105)
We will prove this in Corollary 10.23 after a couple of preliminary statements.

REMARK 10.20. If we take (10.5) as for given for a moment, then at first sight, it
may appear that we have taken the already rather complicated definition of topo-
logical entropy from Lecture 7 and made it...worse. Indeed, to compute hfop( ),
one is faced with with an ungainly supremum over all open covers, which certainly
does not appear to be a pleasant thing to compute. Nevertheless, this new defini-
tion has a number of advantages over the old one. We will come back to this in

Remark 10.24 below.
LEMMA 10.21. If U <V then h*(f,U) < h*(f, V).

Proof. If U <V then by applying (10.4) repeatedly we see that
k k

for all & € N, and thus by part (ii) of Proposition 10.15 we obtain h*(f,U) <
h*(f, V). ]

Let us define the diameter of a cover U to be

diam U = sup diam U.
Ueu

PROPOSITION 10.22. Let X be a compact metric space and let {U,} be a sequence
of covers such that diam U,, — 0. Then if f: X — X is any dynamical system on
X one has

hiop(f) = Tim h*(f, Usy)

n—o0

(where both sides could be equal to o).

Proof. First suppose that h{ (f) < oco. Fix € > 0 and let V denote an open cover
with h*(f,V) > h{,,(f) —e. Let 6 > 0 denote Lebesgue number for V. Choose
p > 1 large enough such that for all n > p, one has diamU,, < . Then V < U,, for
all n > p, and hence h*(f,V) < h*(f,U,) for all n > p.



Thus for n > p one has

h:op(f) > h*<f7 un) > hrop(f) — €
Since € was arbitrary we deduce that hi, (f) = lim, o h*(f, Uy).

If hi,,(f) = oo then for any ¢ > 0 we can find an open cover V with h*(f,V) >
c. The same argument as above then shows that lim,, ., h*(f,U,) = oco. This

completes the proof. [ |
We can now prove that the two definitions of entropy coincide.

COROLLARY 10.23. Let f: X — X be a dynamical system on a compact metric
space X. Then

htop(f) = hj:op(f)'
Proof. Apply Proposition 10.22 with U, = D . [

REMARK 10.24. Let us now come back to Remark 10.20 and explain why computing
h,p(f) is often easier than computing hip(f) directly. Firstly, Lemma 10.21 tells us
that in Definition 10.18 we need only take the supremum over finite covers U (since
every open cover admits a finite subcover by compactness). This is already a major
improvement over our definition of he,,(f) as lim._,o hS®V(f), since by Proposition
10.14 this is equivalent to working with the (very non-finite) cover D(e). Secondly,
Proposition 10.22 tells us that to compute h{, (f) we are free to choose our favourite
sequence of covers (U, ), provided their diameters go to zero. This freedom allows
for major computational simplifications. Indeed, several of the proofs later on in

the course will hinge upon choosing a “clever” such sequence (U,).

To illustrate this idea, we conclude this lecture by giving a new proof of Theorem
9.10 that makes use of generators. We will see another example next lecture (cf.
Step 3 of the proof of Theorem 11.7).

THEOREM 10.25. Let X be a compact metric space.

(i) Let f: X — X be an expansive dynamical system on X. Let U be a generator
for f. Then

hiop(f) = h*(f, W),

and hence hi, (f) < oo.

(ii) Let f: X — X be a weakly expansive reversible dynamical system on X Let
U be a weak generator for f. Then

hiop(f) = h*(f, W),

and hence hi, (f) < oo.

Proof. We give the proof of (i) only. The modifications needed for (ii) are minor
and can be safely left to you.
Suppose U = {Uy,...,U,}. We first show that for any ¢ > 0 there exists p € N
such that
diam U% < e. (10.6)
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The argument is very similar to the argument used to prove (9.9). If (10.6) is false,
then we find sequences (), (yx) of points, and tuples (i¥)1<j<, of integers such
that z;“ € {1,...,q} such that

k
d(zk, yr) > &, and T, Yk € ﬂ f (UZ?H)'
=0

Since X is compact we may assume that z; — = and y, — y. Then d(z,y) > ¢,
and hence in particular z # y. Next, by the Pigeonhole Principle there exists
io € {1,...,q} such that if = i for infinitely many k. This implies that

x,yEUZ-O.

Similarly there exists i; € {1,...,q} such that i} = i; for infinitely many k, and
hence

T,y € f_l(Uil)'

Continuing inductively, we find a sequence (7;) such that
x,y € ﬂfﬁj(Uij).
=0

Since x # y, this contradicts U being a generator.
Now suppose that V is an arbitrary open cover. Let 0 > 0 be a Lebesgue number
for V, and choose p € N such that

diam U% < 0.
Then V =< Ufc, and hence by Lemma 10.21,

h*(f,V) < h*(f,U2).

Then using (10.2) we compute

k—1
h*(f,Uh) = ’}LIEO%H (\/ f—i(u§)>
=0

1
= lim EH(U’;”)

k—o0

— lim LHQUO)

n—oo N,

=h*(f,U).

This completes the proof. [ |



LECTURE 11

Piecewise Monotone Dynamical Systems

In this lecture, we start by investigating another situation where it is possible to
compute the topological entropy on the nose. This will allow us to finally com-
pute the entropy of the tent map 7, thus concluding the list of computations we
announced in Table 8.1.

DEeFINITION 11.1. Let f: [0,1] — [0,1] be a dynamical system. We say that f is
piecewise monotone if there exists m > 1 and closed intervals Iy, ..., I,, whose
interiors are pairwise disjoint such that | J;", I = [0, 1] and such that f: I — [0, 1]
is strictly monotone for each k = 1,...,m. We denote by mon(f) the minimal such
m.

ExXAMPLE 11.2. The tent map 7 is piecewise monotone with mon(7) = 2. More
generally, the kth iterate 7% has 2! tents (see Figure 1.3 and the proof of Lemma
2.6), and hence mon(7%) = 2%,

LEMMA 11.3. Let f,g:[0,1] — [0,1] be two piecewise monotone dynamical sys-
tems. Then f o g is also piecewise monotone, and moreover

mon(g) < mon(f o g) < mon(f) - mon(g).

Proof. Assume that f has maximal intervals of monotonicity {I;}"; and ¢ has
maximal intervals of monotonicity {.J;}5_,. If g=*(I;) N J; # () then f o g is strictly
monotone on g~ *(I;) N J;. Thus f o g is piecewise monotone, and each interval of
monotonicity of f o g is contained in an interval of monotonicity of g. This implies
that mon(f o g) > mon(g). Moreover

mon(fog) <# {(iaj) |9~ (L;) N Jj) # Q}
< mon(f) - mon(g).

This completes the proof. [ |

COROLLARY 11.4. Let f:[0,1] — [0, 1] denote a piecewise monotone dynamical
system. Then

mon (/) < mon(f*) - mon(f7), Vi, j >0, (11.1)

and
mon(f*) < mon(f*th), VEkeN. (11.2)
Proof. Take f = g in Lemma 11.3. [ |

REMARK 11.5. The bound (11.1) is sharp, as the tent map illustrated in Example
11.2.
Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.



https://www.merry.io

COROLLARY 11.6. Let f: [0,1] — [0, 1] denote a piecewise monotone dynamical
system. Then the quantity

m(f) = lim + logmon( "

exists and is a finite number.

Proof. The map k + logmon(f*) is subadditive by (11.1). Thus by Fekete’s
Lemma 7.7 the limit exists and is equal to infy> 1 log mon(f*). ]

We now prove that m(f) agrees with the topological entropy of f. This is a
fairly involved result.

THEOREM 11.7. Let f: [0,1] — [0, 1] denote a piecewise monotone dynamical sys-
tem. Then m(f) = hop(f).

This proof is non-examinable.

(&) Proof. We prove the result in three steps.

1. In this first step, we prove that m(f) > hy,,(f). Fix e > 0 and & > 1. Let
n = sep(f,k,e) and let A = {z1,...,x,} denote a maximal (k, ¢)-separated set for
f. Thus for each 1 <47 <n — 1 there exists 0 < r; < k — 1 such that

}fr@z) - fri($i+1)| 2 €.
The Pigeonhole Principle then tells us that there exists:
e a positive integer ¢ > ;
e an integer 0 <r < k — 1;

e a subset
{z;, <<z} CA

of cardinality ¢,

such that
|7 (@i,) = [T (2,,,)| > e, 1<j<q. (11.3)
Set
c= sup [f(x)l].
z€(0,1]

Then (11.3) tells us that f" has at least £ intervals of monotonicity, and hence



Thus

m(f) = lim %logmon(fk)

k—o00

1
> lim sup e ( log(sep(f, k,e) — (logc + log k — log 5))

k—o0

1
= lim sup % logsep(f,k,e)

k—o0

1
> lim — logcov(f, k,2¢)
k—oo k

= h32*(f),
where the last inequality used Proposition 7.6. Since € was arbitrary, we obtain

m(f) > lim b2 () = huop(f).

2. Before proving the converse direction, in this step we will show that for any
p € N one has

m(f*) =p-m(f). (11.4)
To prove this fix p € N and set g = fP.

p-m(f)= lim ]—jlogmon(fk)
k—oo k
= limsup P log mon(f*)
k>1 K
© 1
> lim sup — log mon(g")
n—oo T

1
= lim —logmon(g")
n—oo N

- m(Q)?
where (©) used the fact (%)n>l On

is a subsequence of (ZM
the other hand by Lemma 11.3 we have

k )kzl'

.. D
p-m(f) = lim - logmon(f")
k

< lim %log (mon (gLEJ) - mon (f’f— L%Jp))

~ k—oo

< lim %<1ogmon (gtﬂ) + max 10gm0ﬂ(fi)>

~ koo 0<i<p—1

= lim —mon(g").
n—oo N,

3. In this last step we prove that m(f) < hyp(f), which combined with Step
1 completes the proof. It is convenient to use Corollary 10.23. Let us denote by
{I;}1*, the maximal intervals of monotonicity of f, ordered so that 0 € I; and the
neighbouring intervals are labelled consecutively. Let U denote the open cover of



[0, 1] whose elements are open intervals formed from neighbouring intervals of the
{£:}:
U1 = 11UI§, Um = ]:nflUITm
and for 2 < <m —1,
U= (L1 UL Uliq)°

Now for each k > 1, every non-empty and non-trivial' interval of the form
Lyn (L) N0 5 0(r, )

is an interval of monotonicity for f* which intersects at most 3¥ elements of the
cover U} (the 3 comes from that each U; intersects up to three of I;). This shows
that

mon(f*) < 3" minulf.

Thus
heop(f) = hiop(f)
> h*(f, W)
= kh_)rrolo % log min va
k
> Jim log )

1
= lim — logmon(f*) —log3
k—oo k
=m(f) —log3.

At first glance this estimate is not so useful, due to the annoying —log 3. This is
where Step 2 comes in handy. Since hio,(f?) = phiop(f) by Problem D.2; using
(11.4) we obtain for any p € N that

htop(f) = %htop(fp)

Lm(f) ~10g3)

>
p
log 3
=m(f)— :
(f) P
Since p > 1 was arbitrary, it follows that hy,(f) > m(f), and this completes the
proof. [ |

Theorem 11.7 gives a very simple way to compute the topological entropy of
the tent map.

COROLLARY 11.8. The tent map 7 has hop(7) = log 2.

Proof. By Example 11.2 we have

1 1
m(7) = kh_)rgo e log mon(7%) = kh_EEO - log 2 = log 2.

Thus by Theorem 11.7, hyop(7) = log 2 as well. [

LA “trivial” interval is, by definition, a single point.

4



COROLLARY 11.9. The restriction of the logistic map A4 to [0, 1] has hyop ()\4|[0,1}) =
log 2.

Proof. Use Lemma 1.21, Corollary 7.15 and Corollary 11.8. [ |
We can also now give a quick solution to Problem D.3.

COROLLARY 11.10. Let f: [0,1] — [0, 1] be a reversible dynamical system. Then
htor)(f) =0.

Proof. If f is reversible then f is strictly monotone; thus mon(f*) = 1 for all k. =

We conclude this lecture by exploring another criterion that guarantees finite
topological entropy.

DEFINITION 11.11. Let f denote a dynamical system on a compact metric space
(X, d). Define the Lipschitz constant lip,(f) by

lipg(f) = sup 22 /W)

P iy )

We say that f is Lipschitz continuous if lip,(f) < occ.

REMARK 11.12. Since X is compact, if d; and dy are any two metrics defining the
topology on X then lip, (f) < oo if and only if lip,, (f) < oo.

Under a mild assumption on the metric space, Lipschitz continuous dynamical
systems always have finite topological entropy. Before proving this, we need another
definition. Let us denote by B(e) the open cover of all balls of radius e, and
abbreviate by

B(g) == min B(e).

Thus f(¢g) is the minimum cardinality of a cover of X by open balls of radius .

DEFINITION 11.13. Let (X,d) be a compact metric space. We define the ball
dimension of (X, d) to be the quantity

H(B 1
ball—dlmd(X) = lim sup M = lim sup 0g ﬁ<€> )
es0 | logel cs0 | loge|

Thus the ball dimension is either a non-negative real number or +o0. It is not
necessarily an integer.

To get a feeling for this definition, let us prove:
PRrOPOSITION 11.14. The ball dimension of [0, 1]™ with the standard metric d is n.

Proof. Consider first the case n = 1. One clearly has §(g) > % Moreover one also
has () < |2+ 5], since the |24 5| balls centred at the points ke(2 — ¢) for
k=0,1,..., 2+2—1€J cover [0, 1].



Thus

log(1/2
ball-dimg([0, 1]) > lim 281/22)
=0 |loge]

. log2+loge
= lim —————
e—=0 loge
= 1,

and similarly

log(|2 + =
ball-dimg([0, 1]) < lim log(l2+5)) _,
e—0 ‘ log g’

A similar argument shows that it takes (ignoring constants that don’t matter) about
(14 1/e)™ balls to cover [0, 1]™. Thus (ignoring constants) we have

log(1+1/e)”
ball-dimg([0, 1]") = limsup 28U+ 1/<)"

N | log e|
) nloge
= lim sup
>0 loge
=n.
This completes the proof. [ |

(&) REMARK 11.15. The ball dimension is a way of assigning a “dimension” to
spaces that do not have a well-defined “dimension” in the usual sense. It follows
from Proposition 11.14 that the ball dimension of an n-dimensional topological
manifold is n. Thus for well-behaved spaces, the ball dimension agrees with the
standard notion of dimension.

The next result, whose proof is on Problem Sheet I, shows that for badly
behaved spaces the ball dimension is rather harder to grok. It is not a topological
invariant (i.e. homeomorphic spaces can have different ball dimensions).

PROPOSITION 11.16. Let C' denote the Cantor ternary set obtained by iteratively
deleting the open middle third from subintervals of [0, 1]:

oo 3k—1
3n+1 3n+2

k=0 n=0

Then if d denotes the metric inherited from [0, 1], one has

log 2

ball—dlmd(C’) = log 3 .

Here then is our final promised result.

PROPOSITION 11.17. Let f denote a dynamical system on a compact metric space
(X,d). Then
hiop(f) < ball-dimy(X) - max{0, loglip(f)}.

In particular, provided X has finite ball dimension, any Lipschitz continuous map
has finite topological entropy.



Proof. There is noting to prove if ball-dimg(X) = oo or lip,(f) = oo, so we may
assume that f is Lipschitz continuous and (X, d) has finite ball dimension. Let

¢ > max{1,lip(f)}

be arbitrary, and choose k € N and € € (0,1). Then, for any 0 < ¢ < k, we have

f (Bd(a:,c’ke)) C By(f'(x),€).

It follows that
By(z,cFe) By (x,¢),

and thus also
span(f, k, ) < B(c ).

Since |log(c™*¢)| = klogc — loge we can write

log e
1 - 9"
( - |1og<cke>\)

The fraction in the last bracket tends to 0 as £ — oo, and hence using Proposition
7.6 we obtain

log(c*e)

k =
log ¢

1
() = lim - logcov(f, b, 2¢)
1
< lim sup z log span(f, k, ¢)

k—o0
—k
< limsup log(B(c™"¢))
k—o0 k

1 —k
< log clim sup M
koo |log(cre)
= log ¢ - ball-dim,4(X)
Letting € — 0 we obtain

hiop(f) < log ¢ - ball-dim,4(X).

Finally since ¢ > max{1,lip(f)} was arbitrary the result follows. [



LECTURE 12

Chaos Versus Positive Entropy

In this lecture we investigate the relationship between chaos' and positive topolog-
ical entropy. This is a remarkably rich and interesting story, and many seemingly
basic problems remain unsolved.

Both chaos and positive entropy are ways of measuring the amount of complexity
(or instability) in the system, and thus one would naturally infer that the two
concepts are related. However in fact they are quite different: chaos is a global
property, in the sense that it makes an assumption on the dynamics of f across the
entire space X. Meanwhile positive topological entropy is a local property. Indeed,
Proposition 8.5 shows that if f has an invariant set A such that hyo,(f|a) > 0, then
also hyop(f) > 0. This means that on many spaces X, it is possible to construct
dynamical systems which are not chaotic (e.g. for which the periodic points are
not dense), but which have arbitrarily large topological entropy.

It is perhaps more reasonable to hope that if f is chaotic then hyop,(f) is positive.

QUESTION A. Let X be a compact metric space. If f: X — X is chaotic, does it
necessarily follow that hy,,(f) > 07

The answer to Question A is definitely no for some spaces X: for example, there
exists” a chaotic dynamical system f: Yy — ¥y which has zero topological entropy.
Now perhaps this doesn’t surprise you: after all, ¥, is about as badly behaved a
space as it is possible to be (it is homeomorphic to the Cantor Set, c¢f. Remark
4.17). So what about more reasonable spaces? For X = [0,1] or X = S' the answer
to Question A is yes, although in both cases this is difficult to prove (we will deal
with the case X = [0,1] in this lecture). Amazingly however, if X = [0,1]", or
X = 8" or X =T", then for n > 2 the answer to Question A is’ not known!

A related question concerns the infimum of the topological entropies of all pos-
sible chaotic maps. To this end, we define:

inf
htop

(X) = inf {hiop(f) | f: X = X is chaotic} .
Then one can ask:

QUESTION B. Let X be a compact metric space. Is hitg;

(X)>07

For X = [0, 1] the answer to Question B is again yes. Indeed, as we will prove
in Theorem 12.1 below, the infimum is log v/2. Meanwhile for X = S* however the

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
'We remind the reader (who may get confused when googling) that by “chaos” we mean
Devaney chaos (see Remark 4.22).
2An explicit example is constructed by Weiss here.
3To the best of my knowledge.
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answer to Question B is no: it is possible to construct chaotic dynamical systems

on S with arbitrarily small topological entropy. In general Question B is slightly

easier to answer than Question A, although there remains many open problems.
The following table summarises some of what is known:

Space X Chaos = positive entropy? | What is hitg;(X )?
X =10,1] Yes log /2
X =41 Yes 0
X =% No 0
X =10,1)" forn > 2 Open problem! 0
X =5"forn>2 Open problem! 0
X =T"forn>2 Open problem! 0
Most other spaces X Open problem! Open problem!

Table 12.1: Chaos versus positive topological entropy.

The main result of the next two lectures is the following theorem, which justifies
the first row of Table 12.1.

THEOREM 12.1. Let f: [0,1] — [0,1] be a chaotic dynamical system. Then
heop(f) = log V2.

A partial converse to Theorem 12.1 is also true.

THEOREM 12.2. Let f: [0,1] — [0,1] be a dynamical system such that hg,(f) > 0.
Then there exists a closed invariant set I C [0,1] such that f|; is chaotic.

We will prove Theorem 12.1 next lecture (see Theorem 13.18). Theorem 12.2
is actually slightly easier than Theorem 12.1, but we don’t have time for both and
Theorem 12.1 is the more important and interesting of the two. In today’s lecture
we will establish several intermediate results that will be needed in the proof of
Theorem 12.1.

REMARK 12.3. Theorems 12.1 and 12.2 are stated for the unit interval [0, 1]. How-
ever we could instead consider dynamical systems f: [a,b] — [a,b] defined on an
arbitrary compact interval [a, b] and obtain the same result. Indeed, this is imme-
diate from Corollary 7.15, since [a,b] is homeomorphic to [0,1]. We will use this
observation without further comment (including in the next remark).

REMARK 12.4. The bound in Theorem 12.1 is sharp. To see this consider the
dynamical system f: [—1,1] — [—1, 1] defined by

2e+2, —1<z<-1/2,
f(x) =< =2z, —-1/2 <2 <0,
-, 0<z<1.



+0.5

H-1

Figure 12.1: Plots of / and

See Figure 12.1.

By arguing as in the proof of Lemma 2.6, we see that f is transitive’. Thus
by Proposition 12.6 below, f is chaotic, and therefore Theorem 12.1 tells us that
hiop(f) > log v/2. On the other hand, from Figure 12.1 it is clear that the dynamical
system f? is Lipschitz, with Lipschitz constant equal to 2. Thus’ by Proposition
11.17 one has hyop(f?) < log2. Since hyop(f?) = 2 hiop(f) by Problem D.2, it follows
that

htop(f) = 10g \/§

REMARK 12.5. Combining Theorem 12.1 and Theorem 12.2 yields the following
curiosity: there exists no dynamical system f: [0, 1] — [0, 1] such that 0 < hy,(f) <
log V/2. Thus the functional

hiop: { dynamical systems on [0, 1] } — [0, o]
has a “gap”.

The first step in the proof of Theorem 12.1 is the following result, which is
interesting in its own right.

PROPOSITION 12.6. Let f: [0,1] — [0,1] be a transitive dynamical system. Then
per(f) is dense in [0, 1], and hence f is chaotic.

Proposition 12.6 requires two preliminary lemmas.

LEMMA 12.7. Let f: [a,b] — R be continuous. If f([a,b]) C [a,b] or [a,b] C
f([a,b]) then f has a fixed point.

Proof. Let g(z) = f(z) —z. If f([a,b]) C [a,b] then g(a) > 0 and g(b) < 0. By the
Intermediate Value Theorem, there exists ¢ € [a,b] such that g(c¢) = 0. If instead
[a,b] C f([a,b]) then there exists ai,b; € [a,b] such that f(a;) < a and f(b;) > b.
Then g(a;) < 0 and g(by) > 0, and thus as before we find ¢ such that g(c) =0. =

The next result shows how Lemma 12.7 can be strengthened when f is transitive.

LEMMA 12.8. Let f: [0,1] — [0, 1] be a transitive dynamical system. Then:

4The map f? is not transitive; thus this is an example of a dynamical system which is transitive
but not weakly mixing (cf. Problem C.3).
5 Alternatively, one could argue using Theorem 11.7 here.

3



(i) There exists a fixed point a of f such that 0 < a < 1.
(ii) The image of a non-trivial interval under f is another non-trivial interval.
(iii) f is surjective.

The proof of Lemma 12.8 is deferred to Problem Sheet I. Instead we now prove a
somewhat technical looking result, which is the lynchpin of the proof of Proposition
12.6.

LEMMA 12.9. Let f: [0,1] — [0, 1] be a dynamical system. Let (a,b) C [0,1] be an
open interval such that (a,b) Nper(f) =0. Let z,y € (a,b) and suppose there exist
p,q € N such that fP(x) € (a,b) and f(y) € (a,b). Then
z < fP(x) = y < fi(y).
Proof. Assume that fP(x) > x. We first prove by induction on k that
() >z, VkeN (12.1)

The case k£ = 1 is by assumption. For the inductive step, abbreviate by g = f?
and let ' ’

z=¢(z) =min{g'(z) |1 <i<k—1},
so that z > z. Now assume for contradiction that ¢g*(z) < x. Then by the
Intermediate Value Theorem and connectedness,

[#,2] € [g"(x), 6" ()] € ¢"7 ([, 2]).

Lemma 12.7 tells us that ¢/ has a fixed point in [z, 2], and thus f has a periodic
point in [z, z]. But since z < g(x) by definition, we have [z, z] C (a,b), and this
contradicts the assumption (a,b) N per(f) = 0.

Assume now that f%(y) < y. Then in fact f9(y) < y as y is not periodic. A
similar induction argument as above (but in reverse order) tells us that

fra(y) <y, VEkeN (12.2)
Combining (12.1) and (12.2) tells us that
x < fP(z), and  y > fM(y). (12.3)

f x < y then qu([Ly]) C [z,y]. If y < x then [y,x] C qu([y,:c]). In either case,
Lemma 12.7 furnishes a point w lying between = and y such that fP?(w) = w. Thus
w € (a,b) Nper(f), which is a contradiction. The proof is complete. ]

We can now prove Proposition 12.6.

Proof of Proposition 12.6. Let f: [0,1] — [0, 1] be a transitive dynamical system,
and suppose there exists 0 < a < b < 1 such that (a, b)Nper(f) = (). By Proposition
2.9 there exists a point = € (a,b) with a dense orbit. Thus there exists p,m,n € N
with m < n such that

x < fP(x) <b, and  a< f"(z) < fM"(x) < x.
Set y == f™(x) and ¢ .= n — m. Then
a< fily) <y <z< fP(x)<b.

This contradicts Lemma 12.9. [



The eventual proof of Theorem 12.1 will make a case distinction depending
whether the dynamical system is mixing or not. The rest of this lecture is devoted
to understanding the difference between mixing and transitivity on the interval.

PROPOSITION 12.10. Let f: [0,1] — [0, 1] be a dynamical system. Then f is mixing
if and only if for every open interval (a,b) C [0, 1] and every € > 0 there existsn € N
such that

e, 1—¢] C f*((a,b)), VEk>n. (12.4)

Proof. Suppose first that f is mixing, and let € > 0. Then there exists n; € N such
that

£ ((a,b)) N (0,e) # 0, VEk > n,

and similarly there exists ny € N such that
@) N(l—e1)#0,  Vk>n,,

Then if n := max{n;,ns}, the set f*((a,b)) intersects both (0,£) and (1 — ¢,1).
Since f*((a,b)) is connected, this implies that [e,1 — €] C f*((a,b)) for all k& > n.

Conversely, suppose that (12.4) holds. Let U, V' be two nonempty open subsets
of [0,1]. Choose open intervals (a,b) C U and (¢,d) C V such that there exists
e > 0 such that e < ¢ <d<1—e¢. By (12.4) there exists n € N such that

(c,d) C [e,1—¢] C f*((a,b)), Vk>n.

In particular, f5(U) NV # 0 for all k& > n. Thus f is mixing, and the proof is
complete. [ |

COROLLARY 12.11. Suppose f: [0,1] — [0, 1] is mixing. Then there exists a peri-
odic point whose minimal period is odd and at least three.

Proof. Since f is transitive, the set fix(f) of fixed points has empty interior. More-
over fix(f) is closed. Thus there exists a non-empty open interval (a,b) C [0,1]
such that [a,b] N fix(f) = 0. By Proposition 12.10 there exists n € N such that

la,b] C fk([a,b]), Vk >n.

Let ¢ > n be odd. By Lemma 12.7 there exists a fixed point z of f? in [a,b]. This
point is not a fixed point of f by assumption. It it therefore a periodic point whose
minimal period divides ¢. Since ¢ is odd, the minimal period is not 2. [ |

REMARK 12.12. We will see next lecture in Corollary 13.7 that the existence of
a periodic point whose minimal period is exactly three implies the existence of
periodic points with minimal periods of all orders.

The next result is on Problem Sheet IF.

ProPOSITION 12.13. Let f: [0,1] — [0, 1] be a transitive dynamical system. Sup-
pose there exists a fixed point a € (0,1) such that either a lies in the interior of
£([0,al), or a lies in the interior of f([a,1]). Then f is mixing.

So much for mixing dynamical systems. What about systems that are transitive
but not mixing?



PROPOSITION 12.14. Let f: [0,1] — [0, 1] be a transitive dynamical system that is
not mixing. Then fix(f) = {a} for some 0 < a < 1. Moreover

f([O,CL]) = [CL, 1]7 f([av 1]) = {Oa a]a

and both f?|q: [0,a] — [0,a] and f?|,1: [a,1] — [a,1] are mixing dynamical
systems.

Proof. By part (i) of Lemma 12.8 there exists a fixed point a € (0,1) of f. By
Proposition 12.13 this fixed point does not lie in the interior of f([0,a]) or in the
interior of f([a,1]). By part (ii) of Lemma 12.8 it follows that f([0,a]) = [a, 1]
and f([a,1]) = [0,a]. Moreover f?|j, and f?|j,1 are transitive. By part (i) of
Lemma 12.8 , f?|jpq has a fixed point b € (0,a). This fixed point must satisfy the
hypotheses of Proposition 12.13, as if not then arguing as above we would deduce
that f?|p, permuted the two intervals [0,b] and [b,a], which is impossible as a
is a fixed point. Then by Proposition 12.13, f?|jq is mixing. Similarly f2|q; is
mixing. This completes the proof. [ |

This allows us to extend Corollary 12.11 to an if and only if statement:

COROLLARY 12.15. Suppose f:[0,1] — [0,1] is a transitive dynamical system.
Then f is mixing if and only if there exists a periodic point whose minimal period
is an odd number at least three.

Proof. Proposition 12.14 tells us that if f is not mixing then every periodic point
that is not a fixed point has even minimal period. [

Another useful corollary is:

COROLLARY 12.16. Let f:[0,1] — [0,1] be a transitive dynamical system. If
#fix(f) > 2 then f is mixing.



LECTURE 13

Turbulent Dynamical Systems

In this lecture we introduce the notion of a turbulent dynamical system on the
interval, and use this to prove Theorem 12.1. Along the way, we show that the
existence of a point of period 3 implies the existence of periodic points of all order,
which is a special case of the famous Sharkovsky Theorem that we will prove next
lecture. We begin with some notation.

DEFINITION 13.1. If 2,y € R, we denote by [z, y] the interval whose endpoints are
z and y. Thus [z,y] = [z,y] if v < y and [z,y] = [y, «] if y < z. Similarly we
denote by (z,y) the interior of [z, y].

Here is the first key definition for today.

DEFINITION 13.2. Let I,J C [0,1] be closed' intervals, and let f: [0,1] — [0, 1]
be a dynamical system. We say that I f-covers J if J C f(I). We write this
symbolically as I —¢ J. If the dynamical system f is understood we will often say
simply that I covers J and write I — J.

The next lemma is merely a restatement of (half) of Lemma 12.7.

LEMMA 13.3. Suppose I —¢ I. Then f has a fixed point in I.

DEFINITION 13.4. Suppose Iy, I, ..., I} are closed intervals such that I; —; I; 1y
for 0 <i <k — 1. In this case we call (Iy,...,I;) a chain of intervals for f and
write

Iy — ¥ I —f o f 1.
The next lemma is somewhat technical. The payoff is worth it, though.

LEMMA 13.5. Let f: [0,1] — [0,1] be a dynamical system. Suppose (I, ..., I,) is
a chain of intervals for f. There exists a closed interval J C Iy such that:

(i) fi(J)C I for1 <i<p-—1;
(ii) fP(J°) = I and fP(0J) = 0lI,.

Proof. We will prove a stronger statement. We will show by induction on k (for
1 < k < p) that there exist closed intervals

Jy CJ1 C---C S C (13.1)

such that
() C I, Vi<i<kand0<j<i-—1. (13.2)

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
IThroughout this lecture we implicitly assume all our closed intervals are both non-empty
and non-trivial: i.e., they are not just a single point.


https://www.merry.io

and
fi(J2) = I and f'(0J;)) =0I;, V1<i<k. (13.3)

The case k = p implies the lemma, with J = J,.

First we do the base case k = 1. In this case (13.2) is implied by (13.1), so
we need only construct J; C Iy such that (13.3) holds for ¢ = k = 1. Suppose
I = [a,b]. Then since Iy — I; there exist points zg, wy € Iy such that f(z9) = a
and f(wg) =b. Then f([20,wo]) = 1. This may not satisfy (13.3) however, since
there could be a smaller closed subinterval of [zg, wg] which also maps onto I;. To
fix this suppose for definiteness that zy < wy (the other case is symmetric). Then
define

z:=min{zx > 2o | f(x) =0}, w=max{y < z| f(y) =a}.

Then if J; = [w, z] then I; satisfies (13.3).

Now we prove the inductive step. Assume 1 < k < p—1 and that we have already
found closed intervals as in (13.1), (13.2), and (13.3). Since f*(J;) = f(I;) we
have Ji — pr1 Ixy1. Thus applying the case & = 1 to the map 1 and the two
intervals J;, and I, we find a new closed interval Jy,; C J, such that

fk+1(<]l$+1> = ]1:+1, and fk+1(a<]k+1) = Olj41.

Thus (13.3) is satisfied. Moreover since Ji; C Ji we also have f7/(Jyy1) C I; for
all 0 < j < k— 1, which shows that (13.2) holds too. This completes the proof. m

Our main use of Lemma 13.5 is the next corollary, which shows how the existence
of a chain of intervals can be used to find periodic points.

COROLLARY 13.6. Let f: [0,1] — [0, 1] be a dynamical system. Suppose (I, ..., I,)
is a chain of intervals for f such that Iy C I,. Then there exists a point x €
per(f) N Iy of (not necessarily minimal) period p such that

filz) e, V1<i<p. (13.4)

Proof. Lemma 13.5 tells us there exists an interval J C I, such that J —p J.
Lemma 13.3 tells us that f? has a fixed point in J, and thus f has a periodic point
x € J of period p. Finally, (13.4) is immediate from part (i) of Lemma 13.5. [

Corollary 13.6 is completely elementary—the proof was essentially nothing more
than repeated applications of the Intermediate Value Theorem. Nevertheless, it has
the following surprisingly deep consequence.

COROLLARY 13.7. Let f: [0,1] — [0,1] be a dynamical system. Suppose f has a
point x of minimal period 3. Then for any p € N there exists a periodic point of
minimal period p.

Proof. Replacing x with f(z) or f?(z) if necessary, we may assume that
v < f(x) < f*(x), (13.5)

or

r < f2(r) < f(x). (13.6)
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Assume to begin with that (13.5) holds, and set

=z, f(x)], J=][f(z), ()]
Then I — J,J — J,and J — I. Now let p > 2, and consider the chain of intervals

I —-J—-—=J=1
~—_——

p—1 times

Corollary 13.6 implies that f has a point y of period p in I. Now suppose that
p > 4 and that the minimal period m of y is less than p. Then y = f™(y) € J, and
hence y € INJ, ie. y = f(x). But then by (13.4) we have fi(f(z)) € J for all
1 <1i <p-—1. This is false for i = 2.

Finally, if (13.6) holds, the argument proceeds similarly, with I = [z, f%(z)] and
J = [f*(2), f(2)]. u

Corollary 13.7 should be thought of as a “baby” version of the Sharkovsky
Theorem that we will state and prove next lecture. We next introduce the notion
of a turbulent dynamical system, which will be helpful in the proof of Theorem
12.1.

DEFINITION 13.8. Let f: [0,1] — [0,1] be a dynamical system. We say that f is
turbulent if there exist two closed intervals I, J C [0, 1] such that I N J contains
at most one point and such that

ITuJcC f(I)n f(J).
Equivalently, this means that all four of the following holds:
I —1, I —yJ, J =, J = J

We call (I, J) a turbulent pair for f. If I and J can be chosen such that I N .J is
empty then we say f is strictly turbulent, and that (I, J) is a strictly turbulent
pair.

On Problem Sheet G you will show that if f is (strictly) turbulent then f* is
also (strictly) turbulent for all £ > 1 (see part (i) of Problem G.5).

EXAMPLE 13.9. The tent map 7: [0, 1] — [0, 1] is turbulent. Indeed, one may take
I =[0,1/2] and J = [1/2,1]. However it is easy to see that the tent map is not
strictly turbulent.

REMARK 13.10. In the literature the name “horseshoe” is often used for what we
have called a turbulent pair. Whilst this is certainly a visually appealing moniker,
we will not use it. This is because there is another dynamical system commonly
referred to as a horseshoe. This is a differentiable dynamical system on the square
[0,1]2. We will study it next semester in the context of hyperbolic dynamics (see
Definition 47.11 in Lecture 47).

The next result gives an equivalent formulation of the turbulence condition.
The proof is deferred to Problem Sheet .
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LeEmMMA 13.11. A dynamical system f: [0,1] — [0,1] is turbulent if and only if
there exists a, b, c € [0, 1] such that

c€(ab),  fla)=[f(b)=a,  f(c)=0D. (13.7)
Turbulent maps have periodic points of all orders.

PROPOSITION 13.12. Let f: [0,1] — [0,1] be turbulent. Then f has a periodic
point of minimal period 3.

Proof. Assume to begin with that f is strictly turbulent, and let (I, J) be a strictly
turbulent pair. Then we have a chain of intervals I — J — J — I, and hence by
Corollary 13.6, there is a point of period 3. Since I N J = (), this point is not a
fixed point by (13.4).

Now assume f is just turbulent, and let (I, .J) denote a turbulent pair. Then
without loss of generality we may write I = [a,b] and J = [b, ¢] where a < b < ¢. If
b is not a fixed point then we can argue as before. If instead b is a fixed point of f
then we proceed as follows. Set

z:=min{z >b| f(x) € {a,c}}.

Then the image of [b,z) under f contains neither a or c¢. Thus f([z,c]) contains
both a and ¢ since [a,c] € f([b,c]). Therefore [z,¢] C f([z,¢]), and hence (I, [z, ¢])
is a strictly turbulent pair for f. This completes the proof. [

The converse to Proposition 13.12 is not true: there exist dynamical systems
which have a periodic point of minimal period 3 but are not turbulent. Let us now
connect turbulence with the results from last lecture.

PROPOSITION 13.13. Let f: [0,1] — [0,1] be mixing. Then f? is strictly turbulent.

The proof of Proposition 13.13 is deferred until next lecture (see Proposition
14.12), when we will prove it at the same time as the Sharkovsky Theorem. For now
we concentrate on finishing the proof of Theorem 12.1. This requires a preliminary
lemma, whose proof is deferred to Problem Sheet G.

LEMMA 13.14. Let f: [0,1] — [0,1] be a mixing dynamical system. Suppose that
0 ¢ f((0,1]). Then there exists a sequence (xy) of fixed points of f such that

PROPOSITION 13.15. Let f: [0,1] — [0, 1] be a transitive dynamical system which
has at least two fixed points. Then f is turbulent.

Proof. Suppose that f is transitive and has at least two fixed points. Then by
Corollary 12.16, f is mixing. The closed set fix(f) has empty interior by transitivity,
and hence we may assume that there exist fixed points 0 < a < b < 1 such that
(a,b) N fix(f) = 0. Thus either f(x) > z for all z € (a,b), or f(z) < x for all
x € (a,b). We prove the first case only; the latter is similar.

If f(z) > a for all x € (a,1] then [a,1] is an invariant set. By transitivity,
this implies @ = 0. But then by Lemma 13.14 there exists a whole sequence of
fixed points zj of f tending to 0. This contradicts the hypothesis there are no fixed
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points in (a, b). Therefore there exists z € (a, 1] such that f(z) < a. Since f(z) > x
for all z € (a,b), we must have z € (b,1]. Moreover since f(b) = b > a, by the
Intermediate Value Theorem there exists a point in (b, z] which maps onto a. We
can therefore define

d:=min{z € (a,1] | f(x) =a}.

Suppose that f(z) # d for all € (a,d). Then f(x) < d for all z € (a,d), and
minimality of d implies that f(z) > a for all z € (a,d). This means that [a, d] is an
invariant set. As before, this forces a = 0 and d = 1. But this then implies that 1
is not the image of f, and this contradicts the fact that f is surjective by part (iii)
of Lemma 12.8.

We can therefore define

c:=min{z € (a,d) | f(z) =d}.
Then

f(la,el) = la,d] = f([e.d]).
Thus ([a, d, le, d]) is a turbulent pair for f. This completes the proof. [

COROLLARY 13.16. Let f: [0,1] — [0,1] be transitive. Then f? is turbulent.

Proof. If f is mixing then f? is turbulent by Proposition 13.13. If f is not mixing,
then by Proposition 12.14, f has a unique fixed point a, which lies strictly between
0 and 1. Moreover

F((0.a]) = a1, f([a,1]) = [0,a],

and both f2|jgq: [0,a] — [0,a] and f?|,q: [a,1] — [a,1] are mixing dynamical
systems. The map f?|jo4 has at least two fixed points by part (i) of Lemma 12.8
(since a is a fixed point of f?|[j94). Thus by Proposition 13.15, f?|4 is turbulent,
and hence also f? is turbulent. [ |

We now connect turbulence to entropy. It is the final step needed for Theorem
12.1.

THEOREM 13.17. Let f:[0,1] — [0,1] be a turbulent dynamical system. Then
hiop(f) > log 2.

Proof. We prove only the case where f is strictly turbulent (which is sufficient for
the proof of Theorem 12.1). The extension to the turbulent case is left for you on
Problem Sheet G (see part (iii) of Problem G.5.)

So let (Iy, I1) be a strictly turbulent pair. Choose disjoint open sets Uy, U; such
that Iy C Uy and I} C Uy. Set Uy == [0,1] \ (Ip U I). Then U = {Uy, Uy, Us} is an
open cover of [0, 1]. We shall prove that

h*(f,U) > log 2.
Fix k € N and let (4, ...,i—1) be a k-tuple, where i; € {0, 1} for each j. Define

Clio, ... ip—1) ={z€[0,1] | f/(z) € L;,, VO<j <k—1}.



Then by Lemma 13.5, each set C'(ig, . .., ix—1) is nonempty. Moreover it is contained
in a unique element of the cover U(f, k), namely:

Clig,- .- ir—1) C Uiy N fHUL) N0 750U, ).
Since there are 2% different choices of tuples (ig, .. .,%,_1), this shows that
min U(f, k) > 2".

Thus 1
h*(f,U) > lim —log2" = log2.
k—oo k

This completes the proof. [ |

Modulo the proof of Proposition 13.13, which will come next lecture, we can
now finally prove Theorem 12.1, which for convenience we restate for transitive
systems.

THEOREM 13.18. Let f: [0,1] — [0,1] be transitive. Then hy,(f) > log /2.

Proof. Corollary 13.16 tells us that f? is turbulent. Then h,(f?) > log2 by
Theorem 13.17. Therefore hy,,(f) > %logQ = log v/2 by Problem D.2. [

REMARK 13.19. With a bit more work, one can show that if f: [0,1] — [0, 1]
is transitive and has hyp(f) = log v/2 then f is conjugate to the system defined
in Remark 12.4. Moreover if f: [0,1] — [0,1] has at least two fixed points and
hiop(f) = log2 then f is conjugate to the tent map.



LECTURE 14

The Sharkovsky Theorem

In today’s lecture we state and prove the famous Sharkovsky Theorem, which can
be thought of as a massive generalisation of Corollary 13.7. Along the way we will
also wrap up the one remaining result from the last two lectures that has yet to be
proved (Proposition 13.13).

DEFINITION 14.1. We define a new ordering < on N called the Sharkovsky order-
ing such that 1 is the smallest number and 3 is the largest number. Any element
n € N can be written uniquely as n = 2"p where p is odd and » € NU {0}. The
ordering is given as follows:

1<2<4=<--- <2 <27t <.
<.
<2"2k+1)<2"(2k—1) < ---2"7 < 2"5 < 2"3
<272k +1) <2 2k —1) < -2 7T <275 <2713
<.
<2k4+1<2k—1<---7<5<3.

The symbols =<, >, and > are defined from < as you would expect.

Here is the main result of today’s lecture.

THEOREM 14.2 (The Sharkovsky Theorem). Let f: [0,1] — [0, 1] be a dynamical
system. If f has a periodic point with period n > 1 then f has a periodic point
with period k for all k < n.

Corollary 13.7 is of course a baby case of Theorem 14.2, since by definition £ < 3
for all £ € N. Although not strictly necessary, the proof of the Sharkovsky Theorem
can be made more visual by introducing the notion of a graph of a periodic orbit.

DEFINITION 14.3. Let f: [0,1] — [0,1] be a dynamical system, and suppose x €
[0, 1] is a periodic point of minimal period p > 2. Enumerate the orbit as

Of(l‘) = {{L‘l < T < - < IL‘p},
and let
I; =[xy, Ti44], I<i:<p-1

The graph of the periodic orbit Of(x) is the directed graph G(Of(x)) with
vertex set

V(Os(z)) ={L; |1 <i<p-—1},
and such that there is an edge from I; to ; if and only if
L; C [f (@), f(zisa)] (14.1)

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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REMARK 14.4. Warning: Equation (14.1) is not quite the same as requiring that
I; C f(I;). We will therefore use a bold arrow to denote this relation:

I = I; & (14.1) is satisfied.
Since we always have (by the Intermediate Value Theorem) that

[f(z:), f(zi1)] € f(L),
we see that (14.1) is a stronger condition than Definition 13.2 i.e.

See Figure 14.1 below for an example of such a graph G(Oy(z)). The following
lemma is (almost) immediate from the definition; see Problem G.4.

LEMMA 14.5. Let J € V(Of(x)), and suppose y € 0J. Then there is a unique
vertex K € V(Oy(x)) such that J — K and such that f(y) € 0K.

DEFINITION 14.6. A cycle of length kisacycle Jy = J; =+ = Jy_1 = Jy in
the graph G((’)f(x)). A cycle is called primitive if it is not obtained by iterating
a shorter cycle.

We will be interested in a special class of cycles.

DEFINITION 14.7. Suppose x has minimal period p. A cycle Jy = J; = --- —
Jp—1 = Jy of length p in the graph G(Oy(x)) is called fundamental if there exists
an endpoint' y of Jy such that

FRy) € 0y for all 0 < k < p— 1.

It is not immediate from the definition that fundamental cycles exist. Let us
prove that they do.

PROPOSITION 14.8. Let x be a periodic point of period p. There exists a unique
(up to cyclic permutation) fundamental cycle in the graph G(Oy(x)). Moreover in
the fundamental cycle, no vertex appears more than twice, and at least one vertex
appears exactly twice. The fundamental cycle can be decomposed into two shorter
primitive cycles.

Proof. Let Of(z) = {21 <29 < --- < x,} and set [; = [z, x4q] for i =1,...,p—
1. Set Jy == I;. Lemma 14.5 tells us there exists a unique sequence (Ji)r>0 C
V(Oy(z)) such that

ff(x1) €0Jy,  and  Jp = Jp (14.2)

Since fP(z1) = 7 and 21 < x; for 2 < ¢ < p, the interval J, must be equal to Jy.
Thus Jo = J1 = --- J,—1 = Jp is a fundamental cycle. This proves existence.

To prove uniqueness, suppose Ky = K; = --- = K,_; = K is another
fundamental cycle. Let y € 0K, satisfy f¥(y) € 0K} for each k. There exists a

"Note that if y is an endpoint of a vertex in G(Oy(z)) then y must belong to Oy (x).
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unique 0 < j < p — 1 such that y = f7(z;). Then fP~(y) = fP(x;) = x; is an
endpoint of K, ;. Thus K,_; = Jy, and the uniqueness part of Lemma 14.5 tells
us that

(Ko, Kl, e, Ny, K()) = (Jj, Jj+1, ey Jp—l; J(), Jl, ceey Jj>

Thus the fundamental cycle is unique up to a cyclic permutation.

Next, for each 1 < k < p—1, there exist two distinct integers i, j such that [, =
[f(z1), f7(x1)]. Therefore J; and J; are the only two vertices of the fundamental
cycle that may be equal to I;. Thus each vertex [, appears at most twice in the
fundamental cycle. Since the fundamental cycle has length p and there are only
p — 1 vertices in G(O f(at)), at least one vertex must appear exactly twice.

Finally, if we cut the fundamental cycle at the unique vertex that appears twice,
we obtain two shorter cycles. Each of these cycles is necessarily primitive. [ |

We now reinterpret Lemma 13.6 in terms of the graph of a periodic orbit. This
lemma shows us how to find other periodic points of f provided we understand the
structure of the graph of one periodic orbit.

LEMMA 14.9. Let f:[0,1] — [0,1] be a dynamical system, and suppose = is a
periodic point. Suppose the graph G((’)f(x)) contains a primitive cycle Jo = J; —
o= Jy_1 = Jy of length q. Then there exists a periodic point y of minimal period
q such that fi(y) € J; for each 1 <i < q— 1.

Proof. By Corollary 13.6 there exists a periodic point y with (not necessarily)
minimal period ¢ such that f*(y) € J; for each 1 <i < ¢ — 1.

Suppose y has minimal period m. Then m divides ¢. If f'(y) ¢ O;(z) for each
0 <i < g—1 then J; is the unique vertex of G(Of(z)) containing f*(y). Therefore
m = ¢, as otherwise the cycle would not be primitive.

Now suppose there exists 0 < i < ¢ — 1 such that f'(y) € Oy(x). Then
y = f17(f"(y)) € Oy(x), and thus z also has period ¢. Since Jo = J; = --+ =
Jg—1 = Jo is primitive, it must be equal to the fundamental cycle of G(Oy(x)).
Thus z (and hence also y) has minimal period ¢g. This completes the proof. [ |

COROLLARY 14.10. Let f: [0,1] — [0,1] be a dynamical system. Assume f has a
periodic point which is not a fixed point. Then f has a point of period 2.

Proof. Let p > 1 denote the minimal period of a periodic point, and suppose p > 3.
Suppose x has a period p. By Proposition 14.8 the fundamental cycle of the graph
G(Oy(z)) can be decomposed into two shorter primitive cycles. Thus one of them
has length 2 < ¢ < p — 1. Then Lemma 14.9 tells us that f has a periodic point
of minimal period ¢. This contradicts the choice of p, and thus completes the
proof. [ |

We now have three pieces of evidence for the Sharkovsky ordering;:

e 1 should be the smallest number, since every dynamical system f: [0,1] —
[0, 1] has a fixed point (Lemma 12.7).

e 3 should be the largest number, since the existence of a point of period 3
implies the existence of all other orders (Corollary 13.7).



e 2 should be the second smallest number, since the existence of a point of
period greater than 2 implies the existence of a point of period 2 (Corollary
14.10).

The proof of the Sharkovsky Theorem has one more crucial ingredient. The next
result tells us exactly the structure of the graph of a periodic orbit of minimal odd
period.

PROPOSITION 14.11. Suppose f: [0,1] — [0, 1] is a dynamical system admitting a

periodic point x of odd period p > 3. Assume moreover that f has no periodic

points of odd order 1 < q < p. Let z € Og(x) denote the middle point (so that
1

there are 3(p — 1) points on the orbit smaller than z and %(p — 1) points on the

orbit larger than z). If z < f(z) then the points on the orbit of x are ordered as’

) < ) < < fPR) <2 < f(2) < o) < < P72,
If z > f(z) then the reverse order holds.
This proof is non-examinable, as it is rather tricky.

(&) Proof. The case p = 3 is easy (see the proof of Corollary 13.7), so we will
assume p > 5. By Proposition 14.8 there is a (unique up to ordering) fundamental
cycle of length p, which can be decomposed as two shorter primitive cycles. One of
these cycles has odd length [, say (since their lengths sum to p). The hypotheses
together with Lemma 14.9 imply that [ = 1. Thus the fundamental cycle can be
written as

Jl_)Jl_)JQ_)"'_)prl_)Jl,

where J; # J; for each 2 <1i < p— 1. In fact, this cycle has three more properties:
e The vertices Js, ..., J,_1 are all distinct.
e For 2 <i <p— 2, there is no edge J; = J;.
o If 1 <1i,j <p—1aresuch that j > ¢+ 2 then there is no edge J; = J;.

To prove the first bullet point, suppose J; = J; for 2 < ¢ < j < p — 1. Then there
is a primitive cycle

Jl—)JQ—)"'Ji:Jj—)Jj+1—)"'—)Jp_1—)J1

of length p +1¢ — 5 — 1. If this number is odd, by Lemma 14.9 we find a periodic
point with period p + i — 5 — 1 < p, which contradicts the choice of p. If instead
p+1i—j —1is even then we simply add an additional J; at the front:

Jl—)Jl—)JQ—)"'JZ':Jj—)Jj+1—)"'—)Jp_1—)J1
This is a primitive cycle of odd length p +7 — 7 < p, and Lemma 14.9 again gives

us a periodic point of minimal period p + ¢ — 7, which contradicts the choice of p.
The proof of the second and third bullet points goes along similar lines.

2If p = 3 this should be read as f2(z) < z < f(2).
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Now write Of(z) = {x; < --- < z,} and set I; = [z;,2;4q] fori=1,...,p— 1L
Let 1 < k < p—1 be the integer such that J; = I;. Abbreviate by z = x. We
have shown that the only two edges emanating from J; are J; = J; and J; = Jo.
Thus J; and J; have a common endpoint, and hence J, is either equal to Ij,; or
I;_1. This means that we are now in one of two possible situations:

(1> JQ = Ik+1, so that Tpy1 = f(z) and The] = f2(2)
(i) Jo = Ip-1, so that z = f(wps1) and py2 = f2(2k11).

Suppose to begin with that case (i) holds. We must have f3(z) > z, otherwise there
would be an arrow J, = J;. Thus f3(z) = z; for some i > k + 2. Since there is an
arrow Jo — J3 and there are no arrows J, = J; for j > 3, the only possibility is
that f3(2) = zgy2, and thus J3 = [f(2), f3(2)] = L1

Next, we claim that f4(2) < f?(z). Indeed, if f*(z) > f?(z) then also f4(z) >
f3(2) = @149, and hence J3 = J;. This is not possible. Thus f4(z) < f?(z). Since
there is an arrow J; — Jy and there are no arrows J; — J; for j > 5, the only
possibility is that f4(z) = xx_o and that Jy = [f4(2), f%(2)].

Continuing in a similar vein, we find that the points on the orbits are ordered
as

Iz < ) < < f2) <2 < f2) < fP2) <o < fPR(R).

The point z is necessarily the middle point on the orbit, as the above shows. More-
over f(z) > z. The graph G(Oy(z)) takes the form given in Figure 14.1.

() ——()

/@

Figure 14.1: The fundamental cycle from Proposition 14.11.

Finally, if case (ii) holds then we end up with the reverse order

) < < ) < f2) <z < fH2) < () < < f77(2).

Again, z is necessarily the middle point on the orbit, and this time f(z) < z. This
completes the proof. [ |



Before proceeding with the proof of the Sharkovsky Theorem, let us go back
and prove Proposition 13.13. For convenience, we restate it here:

PROPOSITION 14.12. Let f: [0,1] — [0,1] be mixing. Then f? is strictly turbulent.

Proof. By Corollary 12.11 f has a periodic point x of odd minimal period at least
3. By Proposition 14.11 we may assume that there exists z € Oy(z) such that,
writing z; = f%(z), one has either”

Zp—1 < Zp3 << 2p<2<2n<zm< o< Zpo

or the reverse order. We prove only the case where the order is as above; the
argument for the reverse order is similar. We find four points a, b, ¢, d such that

Zp1<a<b<z,3<c<d<zn (14.3)

such that

F(la,b]) = f*([e, d]) = [2p-1, 21]- (14.4)
Combining (14.3) and (14.4) shows that ([a,b], [¢,d]) form a strictly turbulent pair
for £2.

e The point d: We start with d. Since [z, 21] = [22, 20}, by Lemma 12.7 there
exists d € (29, 21) such that f(d) = zo. Then f?(d) = f(z0) = 21.

e The point a: Since [2,_1, 2p—3] —>f2 [2p—1, 21], there exists a point a € (zp_1, 2p—3)
such that f?(a) = 2.

e The point b: We have [a, z,_3] =2 [2,-1, d], and thus there exists b € (a, 2,_3)
such that f2(b) = z,_1.

e The point c: Finally, since [2z,_3,d] —f2 [2-1,21] there exists ¢ € (z,_3,d)
such that f2(c) = z,_1.

This completes the proof. [ |

REMARK 14.13. Here is a simpler argument’ that proves that if f: [0,1] — [0, 1] is
mixing then f2 is turbulent (this weaker conclusion is in fact sufficient for Theorem
12.1, cf. Corollary 13.16).

If f is mixing then f has a periodic point of odd order at least three by Corollary
12.11. Thus by Corollary 14.10, f has a periodic point of period 2. Thus f? has at
least two fixed points. Finally, Problem C.3 tells us that f? is transitive, and hence
Proposition 13.15 tells us that f? is turbulent.

With this out the way, we now move onto the proof of the Sharkovsky Theorem.
We need one more lemma, whose proof is trivial and left as an exercise.

LEMMA 14.14. Let f: [0,1] — [0,1] be a dynamical system.

3As in the statement of Proposition 14.11, if p = 3 this should be read as zs < 2y < 1. The
rest of the proof is formally identical.

4Note these arrows are not bold, cf. Remark 14.4.

5Thanks to A. Musso for this argument.



(i) Suppose x is a periodic point of f with minimal period p. Then for any k > 1,
x is also periodic for f¥. The minimal period of x for f* is given by b, where
r = ged(p, k).

(ii) Suppose x is a periodic point of f* with minimal period q. Then there exists
a divisor r of k with ged(r,q) = 1 such that x is a periodic point of f with
minimal period ‘;’T—k.

The following proof is non-examinable.

(&) Proof of the Sharkovsky Theorem 11.2. We prove the result in two steps.

1. In this first step, we will show that if p > 3 is an odd integer and f has a
point of period p then for any k£ < p, f also has a periodic point of minimal period
k.

We may assume (by definition of the Sharkovsky ordering) that p is the smallest
odd period. For such a p, the graph of the periodic orbit is given by Figure 14.1.
We continue to use the notation established in the proof of Proposition 14.11. If k
iseven and 2 < k < p—1 then

Jp_k — Jp—k—H A 4 Jp_l — Jp_k

is a primitive cycle of length k, and thus by Lemma 14.9, f has a point of period
k. If instead k is greater than p, we add k — p times the cycle J; = J; onto the
end of the fundamental cycle to obtain a primitive cycle of length k. Lemma 14.9
then gives the desired periodic point again.

2. We now prove the general case. Suppose f has a periodic point x with
minimal period n = 2"p, where p > 1 is odd. Suppose k < n. We will prove that f
has a point of period k. There are four cases to consider:

(i) If £k =1 then we are done by Lemma 12.7.

(ii) Suppose p = 1 and k = 2° for some 0 < s < r. Then by part (i) of Lemma
14.14, z is periodic for g = f*?2, with minimal period 2"~**' > 1. By
Corollary 14.10, g has a periodic point y of minimal period 2. Then y is a
periodic point of f with minimal period 2° = k by part (ii) of Lemma 14.14.

(iii) Suppose p > 1 and k = 2"m for m > 2 an even number. By part (i) of
Lemma 14.14, x is periodic for g = f?" with minimal period p. Since p is odd
and greater than 1, g has a periodic point y of period m by Step 1. Then y
is periodic for f with minimal period k£ = 2"m by part (ii) of Lemma 14.14.

(iv) Suppose p > 1 and k = 2"m where ¢ > p is an odd number. By part (i) of
Lemma 14.14 again, z is periodic for ¢ = f?" of minimal period p, and then
as before Step 1 tells us that g has a periodic point y of minimal period q.
Then by part (ii) of Lemma 14.14 there exists an integer 1 < s < r such that
y is periodic for f with minimal period 2°q. If s = r we are done. If not, set
m = 2"7%q, so that k = 2°m with m even. We have just shown that f has
a periodic point of period 2°m, and thus by case (iii) applied to y, we find
another periodic point z with minimal period 2"m = k. This completes the
proof. [ |



We conclude our discussion of dynamical systems on the interval by explaining
how the Sharkovsky Theorem is in some sense, sharp.

DEFINITION 14.15. Let f: [0,1] — [0, 1] be a dynamical system. We define the
type of f to be the subset

o(f) = {k € N| f has a periodic point of period k} .

The Sharkovsky Theorem therefore tells us that for any system f, the type of f is
either of the form p(f) = {k € N | k < p} for some p € N, or p(f) = {2" | k > 0}.
In fact, all such possibilities are realised. This is the content of the next theorem,
which sadly we do not have time to prove.

THEOREM 14.16. There exist dynamical systems on [0, 1] of all possible types.
More precisely:

(i) Let p € N. There exists a dynamical system f: [0,1] — [0, 1] such that
p(f) ={k e N[k =p}.
(ii) There exists a dynamical system f: [0,1] — [0, 1] such that

p(f) ={2" [k >0}



LECTURE 15

Rotation Numbers

For the next few lectures we shift attention from the interval [0, 1] to the circle
S1. Moreover we will focus exclusively on reversible systems. This means that
topological entropy is no longer a useful invariant (since all such systems have zero
entropy, cf. Proposition 8.8). Nevertheless, some systems are more complicated
than others.

Our model example is the circle rotation pg. As we have seen, for ¢ rational the
dynamics are easy to understand, meanwhile for € irrational the dynamics can be
much wilder.

The main goal of today’s lecture is to associate a rotation number to an
arbitrary orientation-preserving (see Definition 15.2 below) reversible dynamical
system f: S — S1, denoted by rot(f). The rotation number is an element of S.
The main properties of the rotation number are:

e The rotation number of a circle rotation is given by (surprise!) rot(pg) = 6.

o If rot(f) is rational, the dynamics are simple: f has periodic points, and
every orbit is either periodic or asymptotic to a periodic orbit. Thus f is not
transitive.

e If rot(f) is irrational, the dynamics are more complicated: either all orbits
are dense or all orbits are asymptotic to a Cantor set.

Perhaps most amazingly of all, the Poincaré Classification Theorem (which we
will prove as Theorem 17.6 in Lecture 17) shows that for transitive orientation-
preserving systems, the rotation number is a complete dynamical invariant, in
the sense that two such systems are conjugate if and only if they have the same
rotation number.

Throughout our discussion on rotation numbers, we will typically use z,w to
indicates points in S! and z, y to indicate points in R. Denote by 7: R — R/Z =St
the projection. Given z € S!, we say a point € R is a lift of z if 7(2) = 2. It
is often convenient to identify an element of S* (which is, formally, an equivalence
class) with its representative in [0,1). With this convention,

m(x) =2 — |x].

PROPOSITION 15.1. Let f: S — S! be a reversible dynamical system. There exists
a reversible dynamical system F': R — R such that mo F' = fom:

R—*F R

Slﬁsl
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The map F' is strictly monotone and unique up to an additive integer constant.

We call F' a lift of f. Note that f is a factor of F'. The following proof uses
some elementary algebraic topology, and is therefore non-examinable.

(%) Proof. The map fonm: R — S! can be lifted to a continuous map

F_ . (15.1)
R = y St > St

This follows from the fact that 7: R — S is the universal cover' of S*. The map
F' is not unique, but it is up to an integer constant. Indeed, if F”’ is another map
such that mo F' = f ox then the function FF— F’: R — R is a continuous function
that takes values in Z C R. Such a function is necessarily constant. It remains to
show that F is reversible. Suppose G is a lift of f~!, so that the following diagram
commutes:

¢ . (15.2)
R = y St > St

Then by concatenating the commuting diagrams (15.1) and (15.2) together we see
that the following commutes:

R
G
R g
F s
. Ql v Q1 . Q1
RT—— 5 ——— 5 . » S

But since f o g = id the following diagram also commutes

R

R y St y St

7T id

IThis is covered in any introductory text on algebraic topology. For instance, I did it in my
lectures notes here.
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Another map that makes this diagram commute is the identity map on R:

R

R y St y St

™ id

Thus by the already established uniqueness of lifts we see that G o F' = id +k for
some constant k € Z. Therefore if we replace G by G'(x) = G(x) — k then G is
another lift of f~! and G’ o F' = id. Similarly F o G’ = id. Thus F is reversible, as
claimed. [

DEFINITION 15.2. We say that a reversible dynamical system f: S' — S! is
orientation-preserving if F' is increasing for some (and hence any) lift F' of f.
Similarly we say that a reversible dynamical system f: S' — S! is orientation-
reversing if F' is decreasing for some (and hence any) lift I of f.

ExAMPLE 15.3. The circle rotation py is orientation-preserving. Indeed, a lift of py
is given by
Ry(z) =z +0, (15.3)

(where we think of § as a number in [0, 1)) which is increasing. On the other hand,
the map

po(x) = —x + 6 mod 1

is orientation-reversing.

(%) REMARK 15.4. The notion of orientability is one of those concepts that regu-
larly confuses students, since there are so many different ways to define it. For
instance, in Algebraic Topology one typically defines an orientation-preserving
map f: S' — S! as one for which the induced map f,: H (S%;Z) — H,(S';Z)
is multiplication by a positive constant. Meanwhile in Differential Geometry an
orientation-preserving map is one that preserves an equivalence class of volume
forms. Nevertheless, you will be reassured to know that all these definitions are
equivalent. You are invited to try proving this.

From now on we will focus on orientation-preserving dynamical systems. On
Problem Sheet H the orientation-reversing case is explored.

LEMMA 15.5. Suppose f: S — S is an orientation-preserving reversible dynami-
cal system. Let F': R — R denote a lift of f. Then

Flx+k)=F(x)+k, Ve eR, keZ.
Proof. Immediate from the proof of Proposition 15.1. [ |

PROPOSITION 15.6. Let f: S' — S!' be an orientation-preserving reversible dy-
namical system. Let F' denote a lift of f, and define

rot(F) == lim M

k—o0

3



Then the limit rot(F') exists and is a finite real number which is independent of the
choice of x € R. Moreover if

rot(f) = m(rot(F))
then rot(f) is independent of the choice of lift F'.

One should think of rot(f) as measuring the average speed of f.

Proof. Let us first check that rot(F) is independent of x € R. Since F(x + 1) =
F(z) + 1, it is sufficient to prove independence of z € [0,1). If z,y € [0,1) then
one has |F(z) — F(y)| < 1, and hence also |F*(z) — F*(y)| < 1 for all k € N. Thus
for such z, vy,

LF ) — o) - S(FHw) - )| <

. ) (IF*@) = F*)| + 1z — )

[\
TN |

— 0.

Now let us show that the limit exists. Fix x € R and set z; = FF(x). Set
Yr ‘= T — x, and note that

by Lemma 15.5. In particular, (yx) is uniformly bounded below. Next we compute

Yk+n :Fk+n(x) -z
:Fn($k> — X+ T —T
2P () = Fa+ [w)) + P+ o)) — (@ + L))
<1 =n

+ar—z+x— Tk + Yk
N~ —/— ——

=Yk <0

<1+ yn + Yr,

where in (©) we used Lemma 15.5 to identify the second term with y,,. We would
like to apply Fekete’s Lemma 7.7. Unfortunately the sequence (yi) is not quite
subadditive, but if we define a; = yx + 1 then (ax) is subadditive and bounded
below. Therefore by Lemma 7.7 the sequence (%ak) converges to infy %ak, and
hence also (%yk) converges to infy %yk This proves that rot(F') is a well-defined
finite number.

Finally, if G is another lift of g then G = F + k for some k € Z. It is clear
from the definition that rot(F + k) = rot(F') + k, and hence rot(f) := w(rot(F)) is

independent of the choice of lift F'. This completes the proof. [ |

Note that this shows that there exists a unique lift ' of f such that rot(F) =
rot(f) (i.e. there exists a unique lift F' of f such that rot(F’) € [0, 1).)

DEFINITION 15.7. Let f: S* — S! denote an orientation-preserving reversible dy-
namical system. We call the number rot(f) € S! the rotation number of f.

4



A trivial example is given by an actual rotation.

ExaMPLE 15.8. The rotation number of a circle rotation is given by

rot(pg) = 0.

Indeed, this is immediate if we take the lift Ry of py from (15.3):

rot(Ry) = lim folz) — @

The rotation number is a dynamical invariant of orientation-preserving re-
versible dynamical systems.

PROPOSITION 15.9. The rotation number is invariant under conjugacies that pre-
serve orientation.

Proof. Let h: S' — S! denote an orientation-preserving homeomorphism. We will
show that rot(h™1fh) = rot(f). Let H: R — R and F: R — R denote lifts of h
and f respectively. Then since

noH'=htohoroH '=h"ton,
we see that H~! is a lift of A~!. Similarly since
roH 'oFoH=h"'oroFoH=h'oforoH=h'ofohonm,

we see that H 'FH is a lift of h~!fh. We may assume that H is chosen so that
H(0) € [0,1). We want to estimate

‘(H*FH)’“ () — F’“(:c)‘ = |H'F*H (z) — F*(z)|.
For x € [0, 1), we have
—1<H(x)—x<H(x)<H(1) <2,
and hence by periodicity we have
|H(x) — x| <2, VzeR.

Similarly |H~!(z) — x| < 2 for all z € R. Next, observe that if |y —z| < 2 then also
|F¥(y) — F*(z)| < 3. Indeed, if |y — | < 2 then also ||y] — [#]| < 2, and hence

—3< [y)— la) 12 F*(ly)) - F*(lz) +1)

< F*(y) — F*(x)
<F*(lyl+1)— F*(|z])
=yl +1-|z] <3,



where (©) once again used Lemma 15.5. Thus

|H'F*H(x) — F*(z)| < |[H'F*H(z) — F*H(z)| + |F*H(2) — F*(2)|
<2+3=5,
and hence
(HFH) (1) - FR@)|
<2
k ~k
which shows that rot(H 'FH) = rot(F) as required.

— 0,



LECTURE 16

Rational Rotation Numbers

In this lecture we continue our investigation of rotation numbers, focusing on the
(less interesting) case where the rotation number is rational. Our first observa-
tion is that rationality of the rotation number determines whether an orientation-
preserving reversible dynamical system on S! has periodic points or not.

PROPOSITION 16.1. Let f: S' — S be an orientation-preserving reversible dy-
namical system. Then per(f) # () if and only if rot(f) is a rational number.

Proof. Let us first show that if f has a periodic point z € S! of period ¢ then
rot(f) € Q. Let x € 7 (2), and let F' denote a lift of f. Then there exists p € Z
such that
Fil(z) =z +p.

Then for k£ € N one has

Fra(z) —x 1 <2 . .

S S A Fa( Fria _ Fia

= g 2 (P~ )
k—1

1 _kp
fk_qufk_qf

=0

Q'I'ﬁ

Thus rot(f) = § € Q. Conversely, suppose rot(f) = § € Q. Observe that for any
n € N, one has

rot(F") = lim  (F")(2) ~ )
=i (o) =)
= nrot(F).

Therefore if rot(f) = 2, then rot(f?) = 0 (recall rot(f) = m(rot(F)).)

It thus suffices to show that if g is an orientation-preserving reversible dynamical
system with rot(g) = 0 then g has a fixed point. Suppose for contradiction that
this is not the case. Let G be the unique lift of g with G(0) € [0,1). Since g has
no fixed points, G(z) — x is never an integer, and hence 0 < G(z) —x < 1 for all
z € R. Since G —id is continuous on [0, 1], it achieves its minimum and maximum.
Thus there exists 6 > 0 such that § < G(z) —2 <1 -0 for all = € [0, 1], and then
by periodicity, also for all z € R. Now set z; := G*(0). Since

e
—_

Tk = (G(xi) — ),

i

Il
=)
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it follows that kd <z, < (1 -9

~—

k for all k£ € N, and hence

k

8

0 < <1-9, VEkeN.

al

This implies that rot(G) € [d,1—4], which is a contradiction. The proof is complete.
|

For the rest of this lecture we consider the case where the rotation number
is rational. Roughly speaking, the moral of this story is that rational rotation
numbers are boring. The dynamics of f will turn out to be trivial: any orbit is
asymptotic to a periodic orbit and any two periodic orbits have the same period.

More precisely, suppose rot(f) = - where p and g are relatively prime. We will
show that the dynamics of f are completely determined by rot(f), the topology of
the set per(f) of periodic points of f, and the “direction” of the dynamics of f¢ on

each of the connected components of S\ per(f).

PROPOSITION 16.2. Let f: S' — S! denote an orientation-preserving reversible
dynamical system with rational rotation number rot(f) = § where p and q relatively
prime. Then every point x € per(f) has minimal period q:

per(f) = fix(f).

In fact, if F' denotes the unique lift of f with rot(F) = g, then a point x € R is a
fixed point of F? — p if and only if w(x) is a periodic point of f.

Proof. Let F' denote the unique lift of f with rot(F") = . Let = denote a periodic
point, and let = denote a lift of z. Suppose z has minimal period n. Then F™(x) =
x + m for some integer m. Since
Fkr () — k
P =rot(F) = lim M = lim my_ @7

q k—o00 kn k—oo nk n
we see that m = dp and n = dg for some d. Thus F%(z) = x + dp. To complete
the proof we claim that d = 1.

Indeed, suppose d > 1. Then F(x) # = + p. Suppose F9(z) > x + p. Then by
monotonicity

F?(z) = 2p = FI(F(z) —p) —p > Fi(z) —p >z,

and hence by induction F79(x) > x+jp for all j. Taking j = d gives a contradiction.
The same argument also gives a contradiction if F'9(x) < z+p. These contradictions
imply that d = 1, and this completes the proof. [ |

Now let us explain how to “order” an g-tuple of points in S*.

DEFINITION 16.3. Given a g-tuple (zq, 21, . .., z,-1) of distinct points in S*, choose
a lift zg of zp in R and let 4,...,2,_; denote the unique lifts of z,..., 2,1 that
belong to the interval [zg, zo + 1). Since the x; are real numbers, they are ordered,
say

To < To(1) < To2) < -0 < Lo(g—1)s

where here o is a permutation of {1,2,...,¢— 1}. We then define the ordering of
(Z(), ATREE ,Zq_1> to be (Zo, Zo(1)y -« - >Za(q—1))-

2



Informally, we say that z,(;) is the next point to the right of 2, and similarly
Zo(i41) 1S the next point to the right of z,;. Similarly after having ordered our g-
tuple, it makes sense to speak of the intervals [2,(;), z,+1)] C S ! which explicitly
are given by

[Za(i)a Za(iJrl)] =T ([xa(i)v %(z’+1)]) .
ExXAMPLE 16.4. Let p, q be relatively prime integers, and let r := g. Consider the
rotation p,, and consider the g-tuple

(0, ,(0), £2(0), . p171(0)) . (16.1)
Let m denote the unique integer between 0 and ¢ such that
mp =1 mod ¢, (16.2)
and let o be the permutation
o(k) = mk mod q. (16.3)
Then the ordering of (16.1) is given by (0, p2M0), . .. ,p?(q_l)(O))

Our next result tells us that the ordering of a periodic orbit of any orientation-
preserving reversible dynamical system f on S! is the same as the ordering of the
orbit of 0 under the rotation pyoi(s) by the (necessarily rational) rotation number

rot(f) of f.

PROPOSITION 16.5. Let f: S' — S denote an orientation-preserving reversible
dynamical system with rational rotation number rot(f) = Ié where p and q are

relatively prime. Let z € S be a periodic point of f (and hence a fixed point of f9
by Proposition 16.1). Then the ordering of the g-tuple

(2. f(2), £(2), - f7(2))

is the same as the ordering of the g-tuple (16.1), namely the permutation o specified
by (16.2) and (16.3).

Proof. Suppose that the next point to the right of z is given by f¢(2). Then neces-
sarily the next point to the right of f4(z) is given by f2¢(z) (where 2d should be read
mod q), since if instead it was f™(z) then we would have f™(z) € [fi(z), f4(2)],
and hence f™ %(z) (where m — d should be read mod ¢) would lie in the inter-
val [z, f4(2)], contradicting the fact that f¢(z) was the next point to the right
of z. Thus (again reading the multiples of d mod ¢), the ordering is given by
(2, fU2), f*(2),..., [4714(z)), and it remains to determine d.

Fix a lift x of z. Since f¢ carries each interval [f*?(z), f*+1D4(2)] to its successor,
and there are g of these intervals, there is a lift G of f¢ such that G9(x) = x + 1.

Now let /" denote the lift of f such that F(z) = z +p (i.e. so that rot(F) = £.)
Then F? is also a lift of f¢, and hence there exists j € Z such that F¢ = G + j.
Then since

2+ dp=FU'(z) = (G +§)(x) = G(x) + qj = = + 1 + qj.

we have dp = 1 + ¢, and hence d is the unique number between 0 and ¢ such that
dp =1 mod ¢. Thus d agrees with m from (16.2). This completes the proof. [

3



The next lemma is not needed for the discussion that follows (and hence its
proof is relegated to Problem Sheet H). However it helps to put Definitions 16.7
and 16.8 in context.

LEMMA 16.6. Let f: X — X be a dynamical system on a compact metric space,
and suppose x € X has the property that there exists y € per(f) such that Os(y) C
wg(z). Then we(x) = Of(y). Conversely if wg(x) is finite then there exists y €
per(f) such that wy(x) = Of(y).

DEFINITION 16.7. Let f: X — X denote a dynamical system and let x € X. If
wr(z) = {y} then we say that x is positively asymptotic to y. (In this case
y € fix(f) by Lemma 16.6). If f is reversible then we say that = is negatively
asymptotic to y if a(x) = {y}.

DEFINITION 16.8. Let f: X — X denote a reversible dynamical system. Suppose
that x € X has the property that is positively asymptotic to y and negatively
asymptotic to z. If y # z then we say that = is a heteroclinic point. If y = 2
then we say that x is a homoclinic point.

REMARK 16.9. Next semester we will see that for differentiable dynamical systems
the existence of a special type of homoclinic point, called a transverse homoclinic
point, implies the existence of an infinite mesh of such points (known as a “ho-
moclinic tangle”). As the name suggests, this “tangle” has extremely complicated
dynamics, and it forces the topological entropy of the system to be positive.

For a general dynamical system, most points will be neither heteroclinic nor
homoclinic. However the next result shows for a reversible system f on S with
rational rotation number rot(f) = §7 every non-periodic point is heteroclinic or

homoclinic under f49.

PROPOSITION 16.10. Let f: S* — S denote an orientation-preserving reversible
dynamical system with rational rotation number rot(f) = § with p and q relatively
prime. Then there are two possible types of non-periodic orbits for f:

(i) Suppose f has exactly one periodic orbit. If ¢ > 1 then every other point is
heteroclinic under f9 to two points on this periodic orbit. Meanwhile if ¢ = 1
then all other points are homoclinic to the fixed point.

(ii) If f has more than one periodic orbit, then each non-periodic point is hete-
roclinic under f? to two points on different periodic orbits.

The proof of Proposition 16.10 requires the following preliminary lemma, whose
proof is similar to several of the results from Lectures 13 and 14.

LEMMA 16.11. Suppose that f: [0,1] — [0, 1] is dynamical system which is non-
decreasing. Then all z € |0, 1] are positively asymptotic to a fixed point of f. If f
is onto and strictly increasing (and hence reversible), all x € [0, 1] are either fixed
or positively and negatively asymptotic to adjacent fixed points of f.



Proof. We may assume that f # id, and hence that the open set [0, 1]\fix(f) is non-
empty. So let 2 € [0, 1]\fix(f) and let (a,b) C [0, 1]\fix(f) be the maximal open’
interval containing z. Since f is non-decreasing we must have f(a,b) C (a,b),
and by the intermediate value theorem we either have f(y) > y or f(y) < y for
all y € (a,b). Assume we are in the first case (the second case is similar). Then
(f*(x))ren C (a,b) is a non-decreasing sequence and therefore zg := limy,_,o, f*(z) €
(a, b] exists. Now

flao) = f( Jim f@)) = lim £ (2) = a0,
k—o0 k—o0
so in fact xo = b and b is a fixed point. This finishes the proof of the first part. For
the second part we can apply the same argument both to f and f~! to see that

lim f*(x)=b  and lim f%(z) = a.

k—o0 k—o0
This completes the proof. [ |

Proof of Proposition 16.10. We can identify f? with a homeomorphism of an inter-
val by taking a lift = of a fixed point z of f¢ and restricting a lift F'¢(-) — p of f? to
[z, z + 1]. Now the result follows from Lemma 16.11, apart from the last point of
part (ii), which claimed that the two periodic orbits found are distinct.

Suppose this is not the case. This would mean there is an interval [z, o] C R
such that x; and x4 are adjacent fixed points of F'Y — p and such that x1, z9 project
to the same periodic orbit. But if x; projects to z and z, projects to f#(z), then

q—1

U F¥ (@1, 22))

=0

covers the complement of O(z) in S* and contains no periodic points. Thus f only
has the one periodic orbit. [ |

We conclude with the following enhancement of Proposition 16.10. The proof
is left for you on Problem Sheet H.

PROPOSITION 16.12. Let f: S' — S! denote an orientation-preserving reversible
dynamical system with rational rotation number rot(f) = § with p and q relatively
prime. Suppose z € S is not a periodic point for f. Let wy,wy € per(f) denote the
periodic points such that z is positively asymptotic to w, and negatively asymptotic
to wy under f9. Then for each 1 < i < q—1, f'(z) is positively asymptotic to f*(w;)
and negatively asymptotic to fi(wy) under f9.

!By “open” we mean open in [0, 1]. If either a = 0 or b = 1 minor changes in the notation are
needed, which we leave up to you.



LECTURE 17

The Poincaré Classification Theorem

In this lecture we turn to the case of an irrational rotation number. Our main result
is the Poincaré Classification Theorem (proved as Theorem 17.6 below), which tells
us if f: S' — S! is an orientation-preserving reversible dynamical system with
irrational rotation number 6 := rot(f), then the corresponding irrational rotation
pe is a factor of f, and if f is transitive then f is conjugate to py.

We begin with the following statement, which is the irrational analogue of
Proposition 16.10. In the statement (and for the rest of this lecture) we will typi-
cally identify 6 with its unique representative in [0, 1).

PROPOSITION 17.1. Let f: S' — S! be an orientation-preserving reversible dy-
namical system with rotation number ¥ := rot(f) € S'\ Q, and let F: R — R
denote a lift of f. Then for any a,b,c,d € Z and x € R, one has

ab +b < ch+d & Fz)+b< F(x) +d.

REMARK 17.2. Thus if f is an orientation-preserving reversible dynamical system
with irrational rotation number 6, for any point z € S*, the orbit of z is ordered
in the same way as it would be under the irrational rotation pg. Compare this
to Proposition 16.10, which proved the same thing for periodic points when the
rotation number was rational.

Proof of Proposition 17.1. It suffices to prove the proposition for the unique lift
F of f with rot(F) = 6, since any other lift of f differs from F by a constant.
Moreover we may assume that a # ¢, otherwise the result is trivial.

First observe that for any a,b,c,d € 7Z, the expression A\(z) = F%(z) + b —
F¢(x) — d never changes sign, and hence the inequality on the right-hand side is
independent of x. Indeed, if A(z) = 0 for some x € R then 7(x) € S! is a periodic
point of f, since F*(x) — F°(z) € Z. But this contradicts the fact that per(f) =0
by Proposition 16.1.

Now assume that F*(0) + b < F°(0) + d. Setting y = F¢(0) this is equivalent
to saying

F(y) —y <d—b. (17.1)

As before, if (17.1) holds for one y € R, then it holds for all y € R, and in particular
it holds for y = 0, whence we obtain

F*¢(0) <d—b.
Then applying (17.1) to y = F* ¢(0) we obtain

F2e=9(0) < d — b+ F*¢(0) < 2(d — b),
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and arguing by induction we obtain
FHa=9(0) < k(d—b), Vk>1,

which tells us that
k(a—c) _ _
0 = lim il (0) < lim k(d — b) = d=b

koo k(a—c) ~ koo k(a—c)  a—c

In fact, since 6 is irrational, the inequality is strict, and hence
al + b < cf + d.

This proves <=. Conversely, the same argument shows that if F*(0)+b > F°(0)+d
then af + b > cf + d. Since equality can never hold on either the left-hand side or
the right-hand side (as € is irrational and f has no periodic points), = follows as
well. This completes the proof. [ |

Before stating the next result, note that for any given two points z # w in S!
there are two connected components of S*\ {z, w}.

PROPOSITION 17.3. Let f: S' — S!' be an orientation-preserving reversible dy-
namical system with irrational rotation number. Let p # q be two integers and let
z € S'. Let I denote the closure of a connected component of S*\ {f?(2), f(2)}

(note fP(z) # fi(z) as there are no periodic points.) Then for any w € S*, one has
both Of(w) NI # ) and Of (w) N1 # 0.

Proof. We give the proof for the forward orbit only. Assume without loss of gener-
ality that p > ¢. It suffices to show that

st = .

For this, set I}, ;== f~*@=P)(I), and observe that for each k > 1 the intervals I and
I+1 have a common endpoint. Suppose that S' # |, . Then since the intervals
I, abut at the endpoints, it follows that f—*(@—») ( fP (z)) converges monotonically
to a point zy € S*. But then z is a fixed point of f¢7P:

20 = ’}1_{20 f—k(q—p) (fp(z))
— lim f(—k+1)(q—p) (fp(z))

k—o00
_ kh—>rgo far <f—k(q—p) (fp(z))>
— fop (;}1_{20 fHla—p) (fp(z))>
= [17"(z0).
This contradicts the fact that per(f) = 0. |

We now look at the w-limit sets of a system with irrational rotation number.



PROPOSITION 17.4. Let f: S' — S!' be an orientation-preserving reversible dy-
namical system with irrational rotation number. Then the set wy(z) is independent
of z € St. If f is tramsitive it is equal to all of S'. If f is not transitive it is a
nowhere dense set which has no isolated points and is totally disconnected.

REMARK 17.5. Since any compact totally disconnected metric space without iso-
lated points is homeomorphic to a Cantor set (cf. Remark 4.17), Proposition 17.4
can be stated more concisely as: the w-limit set is either all of S* or a Cantor set.

Proof of Proposition 17.4. First let us show that wy(2) is independent of z. Suppose
21 # 22 are two points in S and suppose w € wy(z1). Thus there exists a sequence
k, — oo such that f*(z;) — w. Let I, denote the shorter of the two connected
components of St \ { fEn(z1), fk"“(zl)}. By the previous proposition there exists
a sequence i, such that f(z) lies in the interval I,. Since the length of the I,,’s
goes to zero, we must have i, — oo and lim,, e f™(22) = w. Thus w € wy(z2).
This shows that ws(z1) C wys(22) and by symmetry they are equal.

Now let A := wy(z1). Observe that A is the only minimal set for f|4 by Corollary
3.3. Since the boundary 0A is another closed invariant set, we must have either
0A = () or DA = A. In the former case we have A = S!, since A is then open
and closed. In this case f is necessarily transitive (cf. Corollary 2.11 and Corollary
3.4). In the latter case A is nowhere dense. Since A is closed (Proposition 3.2), it
follows that A is totally disconnected’.

To see that A has no isolated points, fix 2 € A. Then since A = wy(z) this
means there exists a sequence k, — oo such that f*(z) — z. Since rot(f) is
irrational, there are no periodic orbits, and hence f*»(z) # z for each n. Thus z is
an accumulation point of A, since each point f*»(z) belongs to A by invariance. ®

This result shows how different the irrational case is from the rational one.
In the rational case, we saw last lecture that every orbit was either periodic or
asymptotic to a periodic orbit. Meanwhile in the irrational case either all orbits
are dense or all orbits as asymptotic to a Cantor set. We are now ready to state
and prove the main result of today’s lecture, which is due to Poincaré.

THEOREM 17.6 (Poincaré Classification Theorem). Let f: S — S! be an orientation-
preserving reversible dynamical system with irrational rotation number 6 := rot(f).
Then the irrational rotation py is a factor of f. Moreover if f is transitive then f
is conjugate to py.

Proof. Let F': R — R denote the unique lift of f with rot(F) = 0. Fix z € R and
let B C R denote the complete lift of the orbit of 7(z):

B ={F"(x)+q|p.q€L}

181 has the property that any compact nowhere dense subset is totally disconnected. This is
not true for all compact metric spaces X. For example, it fails for

X:={(z,;sinl)|[0<2<1}U{(0,y) | -1<y <1},

regarded as a subset of R?. Exercise: Formulate a general criterion that guarantees when a
compact metric space has the property that every compact nowhere dense subset is totally dis-
connected.



Define a map H: B — R by

H(F?(z)+q) =pf+q.
It follows from Proposition 17.1 that the map H is monotone. Since 6 is irrational,
the image H(B) is dense in R (cf. the solution to part (ii) of Problem A.2).

Let Ryp: R — R denote the map Ry(x) = x + 60, so that Ry is a lift of the
irrational rotation py (cf. (15.3)). Then since

HoF(F*(z)+q) = H(F"'(z) +q)
=(p+1)0+q
and
Ryo H(FP(x) +q) = Ro(pf + q) = (p + 1)0 + g,
we see that H is conjugacy between F' and Ry on B.
We now extend H to a map defined on all of R by setting

H(y) = sup{pb + q | F¥(x) +q <y}.
Equivalently,

H(y) = inf{pf + q | F¥(x) + q >y},
since otherwise R \ H(B) would contain an interval, contradicting the fact that
H(B) is dense in R. We now prove that H is continuous. Firstly, if y € B then

H(y) =sup{H(x) | x € B, x < y}

and also

H(y) =inf{H(x) |z € B, x > y}.
Thus H is continuous on B. If I is an interval in R\ B then H is constant on I and
the constant agrees with the values of H at the endpoints. Thus H is continuous
on all of R. Moreover by construction H is surjective and non-decreasing. Since

Hy+1)=sup{pd +q| FP(x)+qg<y+1}

=sup{pfd+q| FP(z)+ (¢ —1) <y}
= H(y) +1,

we see that H descends to define a map h: S — S*. The computation above shows
that ho f = pypoh, and hence h is a semi-conjugacy. This proves that py is a factor
of f.

Finally, if f was topologically transitive then we could have chosen our original
point z to have dense orbit (by Proposition 2.9), which would then have given
B = R. Then the map h would have been bijective, and thus a true conjugacy.
This completes the proof. [ |

REMARK 17.7. In the non-topologically transitive case, the theorem can be under-
stood as follows. Let A denote the w-limit set of some (and hence any) point in
S1, which is a Cantor set by Proposition 17.4. If we run the proof of Theorem 17.6
starting with a point z € 771(A), we end up with 7(B) = A. Thus if A/ ~ denotes
the quotient space where the endpoints of complementary intervals are identified,
then f induces a map on A/ ~ which is conjugate to the irrational rotation. Thus
one should think of the non-topologically transitive case as follows: take an irra-
tional rotation and “blow up” some orbits to intervals whose union makes up the
complement of the set A.



LECTURE 18

The Denjoy Theorem

We conclude our discussion on rotation numbers by showing that if we insist on
more regularity (i.e. differentiability), any orientation-preserving reversible dynam-
ical system on S! with irrational rotation number is automatically transitive.

It won’t be until Dynamical Systems II next semester that we discuss what it
means for a continuous map between manifolds to be differentiable. Nevertheless,
for dynamical systems on the circle, the definition is transparent.

DEFINITION 18.1. Let f: S* — S* be a dynamical system. We say that f is of class
C' if the derivative f': S' — R exists and is continuous. A reversible dynamical
system is said to be a C'-diffeomorphism if both f and f~! are of class C*.

(%) REMARK 18.2. The derivative f’: S' — R is defined as you expect it to be:

o)t FEHD =G

t—0 t

Note that this becomes a map f’': S' — R (and not S* — S'). If instead we regard
St as a smooth manifold, then the derivative is a linear map Df(z): T,S' —
Tt(:)S*. So how are the two definitions related? Identifying 7,S* and T},)S* with
R, the map D f(z) is simply multiplication by a constant. It is easy to check that
this constant is f’(2):

Df(z)[v] = f'(z)v

(%) REMARK 18.3. In Differential Geometry by a “diffeomorphism” one typically
means a bijective map for which both the map and its inverse are of class C*°.
In Dynamical Systems however, we try to get away with the minimal regularity
possible. We will say more about this next semester, but for almost everything we
do C! or C? regularity is sufficient.

DEFINITION 18.4. Given a continuous map g: S' — R, we define the variation of
g to be the (possibly infinite) number

var(g) == sup > _ [g(zx) — g(zxs1)l;
k=0
where the supremum is taken over all finite partitions
O=ag< 21 < - <Tp < Tpy1 =1, n > 0.
We say that g is of bounded variation if var(g) is finite.

Here is our promised result.
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THEOREM 18.5 (The Denjoy Theorem). Let f: S' — S! be an orientation-preserving
C'-diffeomorphism whose derivative f': S' — R has bounded variation. Assume
that rot(f) is an irrational number. Then f is transitive.

REMARK 18.6. Note that if g: S — R is Lipschitz continuous then g is of bounded
variation. Thus Theorem 18.5 also holds for diffeomorphisms of class C1! (i.e. f is
C', and f’ is Lipschitz). However if o € (0,1) then there exists a C orientation-
preserving diffeomorphism with irrational rotation number which is not topologi-
cally transitive (i.e. f is C', and f’ is a-Holder continuous). Thus the regularity
requirement in Theorem 18.5 is essentially sharp.

The proof of Theorem 18.5 will require two preliminary results. Recall that
given an ordered pair z,w of distinct points in S*, the open interval' (z,w) is by
definition 7((z,y)), where x € R is any lift of z, and y is then unique lift of w that
satisfies x <y < x + 1.

PROPOSITION 18.7. Let f: S' — S! denote an orientation-preserving reversible
dynamical system with irrational rotation number. There exist infinitely many
p € N with the property that for any z € S', the p + 1 intervals

(2, f77(2), (F(2). [77(2)), (f2(2), F277 (=), (P (2), 2)

are all pairwise disjoint.

Proof. Fix z € S* and abbreviate I(p, z) == (z, f7P(z)). Note that f'(I(p,z)) =
(fi(z), f7?(2)) since f is orientation preserving. Thus we wish to find conditions
that guarantee that the intervals fZ(I (p, z)) are all pairwise disjoint for all 0 <
i < p. This is the case if and only if the endpoints of f* (I(p, z)) do not belong
to f7 (I(p, z)) for all pairs (4,7) with 0 < j < i < p. This in turn is equivalent to
asking that
f'(z) € 1(p,z), Vi <p

Since we want this to hold for all z € S*, we must show that there exist infinitely
many p € N such that

fi(2) & I(p, 2), V)il <p, Vze S (18.1)

The key point now is that (18.1) only depends on the ordering of the orbit O¢(z).
Let 6 :=rot(f). Then by Proposition 17.1, (18.1) is equivalent to requiring that

pp(2) € (2,0"(2)), Vil <p, VzeS" (18.2)
Finally, by Lemma 1.10 the orbit O,,(z) is dense in S* for every z € S*. Thus there
are infinitely many p € N such that (18.2) holds. This completes the proof. [ |

PROPOSITION 18.8. Let f: St — S be an orientation-preserving C*-diffeomorphism
whose derivative f’: S* — R has bounded variation. Suppose I = (z,w) is an in-
terval in S* with the property that the intervals I, f(I), ..., fP=*(I) are all pairwise
disjoint. Set’ g :=log f’. Then g has bounded variation, and moreover
/

o U2

(f7) (w)
!For the remainder of this lecture, unless stated otherwise by “interval” in S' we mean an

open non-empty interval (this is in contrast to Lecture 14!)
2Since f is orientation preserving and f is a diffeomorphism, f’ > 0 and thus g is well defined.

var(g) > : (18.3)




Proof. We first show that var(g) is finite. Since f’: S' — R is continuous and
positive, by compactness inf f > 0. Then for any u,v € S! we can estimate

9000 ~ g(0)] = [l () ~ log /)] < L,
and hence /
var(g) < Vilrf(?) < o0.

We now prove (18.3). Since the intervals I, f(I),..., fP~1(I) are all pairwise disjoint
we have

warls) > 3 [o() - o(74(w)]

p—1

> 1> 9(f1(2) — g(f*(w))

k=0

~ o [T /(7)) — tog [T/ (#*(w))
(f7)(2)

= |log ———=|.

(f7) (w)

This completes the proof. [ |

We are now in a position to prove the Denjoy Theorem.

Proof of the Denjoy Theorem 18.5. Assume for contradiction that f is not transi-
tive. Then by Proposition 17.4 the set A = w(2y) is nowhere dense set without
isolated points (for some and hence any point zg € S'). Thus S!\ A is a union of
intervals. Since f is reversible, the image and preimage of any one of these inter-
vals (i.e. connected components) is another such interval. Let I be one of these
intervals. Then we claim that the intervals fP(I) for p € Z are all pairwise disjoint.
Indeed, if fP(I) N f9I) # () then fP~2(I)N I # (), and by the previous remark this
implies that fP~9(I) = I. By continuity, f?~9(I) = I. Then Lemma 12.7 implies
that fP~? has a fixed point, which contradicts Proposition 16.1.
Thus the fP(I) are indeed all disjoint. In particular, denoting by

length (f7(1)) = / (7Y(2) d.

we have

Zlength(fp([)) <1 (18.4)

PEZL

Next, by Proposition 18.7, there exists an infinite set S C N such that for each
p € S and every z € S', the intervals

(2, f77(2), (f(2), f177(2), (F2(2), f277(2))s o, (f7(2), 2)



are all pairwise disjoint. Fix p € S and z € I. By Proposition 18.8, applied with
w = fP(z), we have

var(g) = flog (/7 (2) (£ 7)(2)) . (185)

where we used the chain rule. Thus we can estimate

length (f?(1)) + length (f (1)) = /I (f?)(2)dz + /I (f7)(2)dz
- [+ )
2 [VEETe d
2 [ Ve valg) s

— exp (-% Var(g)) length(I),

where (©) used the arithmetic-geometric inequality ab < # and () used (18.5).
This implies that

Z <length (f7(I)) + length (f*p(f))> = 00,

peS

which contradicts (18.4). This completes the proof. ]

This concludes the section of the course on topological dynamics. Starting next
lecture, we will commence our study of measure-theoretic dynamics. Since
“measure-theoretic dynamics” is rather unwieldy, this subject often goes by another
name: ergodic theory. Before then, however, we present:

REVISION OF MEASURE THEORY: The rest of today’s notes consists of a
summary of the results in measure theory that we will need for the rest of
the course. No proofs will be given, but hopefully this material is at least
vaguely familiar to most of you. None of this material is directly examinable.

DEFINITION 18.9. Let X be a set. A sigma-algebra on X is a collection & of
subsets of X satisfying the following three conditions:

(i) X e 4.
(i) If A€ o then X \ A € 4.
(iii) If (Ag) C o is a countable sequence then |J, Ay € «.

We call the pair (X, /) a measurable space.
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DEFINITION 18.10. Let (X, ) be a measurable space. A measure on (X, ) is
a function pu: o — [0,00] such that u(@) = 0 and if (4;) C « are a sequence of
pairwise disjoint elements of @/ then

H (U Ak) = ZM(Ak)- (18.6)

We say that p is finite if ;(X) < co. We say that u is a probability measure if
pu(X) = 1. In this case the triple (X, «, 1) is called a probability space.

In this course we will always restrict to working with probability measures. This
is no less general than working with finite measures, since if v is any finite measure
then one can define a probability measure p from v via

_ v
u(A) = (X))

The fact that we work only with finite measure spaces should be thought as being
analogous to the fact that when looking at topological dynamics we were mainly
interested in compact metric spaces.

DEFINITION 18.11. A set A € o is said to be a null set for p if u(A) = 0. It
follows from (18.6) that a countable union of null sets is again a null set.

One can produce new probability spaces by restricting to subsets of positive
measure.

ExAMPLE 18.12. Let (X, «, u) be a probability space and let A € o have positive
measure. Define a new sigma-algebra ¢4 on A as

dy={BNA|Bed},

and define a probability measure p4 on (A, 9 4) by setting

1
pa(C) = mﬂ(c)a VC € da.

We call the probability space (A, o4, p4) the restriction of (X, u) to A.
Here is a standard way of producing a sigma-algebra.

DEFINITION 18.13. Let X be a set. A semi-algebra on X is a collection & of
subsets of X satisfying the following three conditions.

(i) X e &.
(ii) If A,Be ¥ then ANB e &.

(iii) If A € & then there exist finitely many pairwise disjoint By, B, ..., By € &
such that X \ A =", B..

ExAaMPLE 18.14. If X = [0, 1] then the collection of all subintervals (a, b] and [0, 0]
where 0 < a < b < 1, together with the empty set, forms a semi-algebra.
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DEFINITION 18.15. Let X be a set and & a semi-algebra on X. A probability
pre-measure on ¢ is a function fi: & — [0, 1] such that:

() i0) = 0.
(ii) If (Ax) C & are is a countable sequence of pairwise disjoint subsets of X such
that | J, Ax € & then o (U, Ax) = >, (Ag).
(iii) If By, Ba, ... By are pairwise disjoint elements of & such that X = Ule B;
then 2%  a(B;) = 1.
NoTATION. We write A A B for the symmetric difference of A and B:

ANB=(AUB)\(ANB).

DEFINITION 18.16. Let & be a semi-algebra on a set X. The sigma-algebra
generated by &, written « (), is the smallest® sigma-algebra on X that contains
& . Equivalently, /(&) is the intersection of all sigma-algebras that contain .

The next result” is arguably the cornerstone of the entire subject.

THEOREM 18.17 (Main Theorem of Measure Theory). Let X be a set, and suppose
S a semi-algebra on X and ji a probability pre-measure on &. Then i uniquely
extends to a probability measure y on A (¥), i.e.

WA) = u(A), VAeF ).

Moreover, for each A € A () and each ¢ > 0, there exists finitely many disjoint
sets By, By, ... B, € & such that if B := Ule B; then

w(A A B) <e.

EXAMPLE 18.18. If & is the semi-algebra of subintervals (a,b] and [0,b] of [0, 1]
from Example 18.14 and fi is defined by ji(a, b] = b—a and f1]0, b] = b then Theorem
18.17 produces the Lebesgue measure A on [0, 1].

REMARK 18.19. It can be shown that the Lebesgue measure A is the unique
translation-invariant measure on [0, 1]. This will be useful in Lecture 25.

More generally, we have:

DEFINITION 18.20. Let X be a metric space. Let & denote the semi-algebra on
X obtained by taking finite intersections and complements of the open sets of X.
The Borel sigma-algebra 8 = %B(X) on X is the sigma-algebra generated by
this semi-algebra.

DEFINITION 18.21. Let p be a probability measure on (X, &f). We say that a subset
A € ¢ is an atom for p if u(A) > 0 and if B C A is any measurable set strictly
contained in A then u(B) = 0. We say that u is purely atomic if ;1(A) > 0 implies
that A contains an atom. We say that p is atomless if ;1 has no atoms.

3The fact that «f (#) is well-defined is not entirely obvious. Luckily for us, this is not a course
on measure theory, and so we will not discuss this.

4There are many different ways to formulate Theorem 18.17. We use semi-algebras purely for
convenience.



ExAMPLE 18.22. Let X be a metric space, endowed with its Borel sigma-algebra
B. Define a probability measure J, on (X,%) be declaring that for U € %,

1, zeU,

We call §, the Dirac measure at x. This measure is purely atomic.

We now define a measurable function.

DEFINITION 18.23. Let (X, ) be a measurable space. A function u: X — R is
called measurable if u='(B) € « for all B € B(R). A complex-valued function is
called measurable if both its real and imaginary parts are measurable.

DEFINITION 18.24. We say that two measurable functions are equal p-almost
everywhere if {z € X | f(x) # g(x)} is a null set (note this set is automatically
measurable). When p is understood, we just say almost everywhere.

One has the following easy result.

ProPOSITION 18.25. Let X be a metric space equipped with the Borel sigma-
algebra % . Then a continuous function u: X — R is measurable.

NOTATION. Let (X, /) be a measurable space. Given A € &, we denote by 14 the
characteristic function of A, defined by

1a() 1, z€A,
xT) =
4 0, z€X\A.

Note that 1 4 is measurable.
Let us recall how integration works.

DEFINITION 18.26. A function u: X — R is called simple if there exists finitely
many measurable pairwise disjoint sets Ay, ..., Ay and real numbers a4, ..., a; such
that u = Zle a; 1 4, almost everywhere. Simple functions are obviously measur-
able, and we define the py-integral of a simple function u = Zle a; 1 4, to be

k
/ wdp = Z%‘M(Ai)-
X i=1

When p is understood we say simply integral instead of u-integral. Note the value
of [, wdpu is independent of the representation Zle a; Ly,.

Now suppose u: X — R is a measurable function which is non-negative almost
everywhere. Then it is easy to see there exists a sequence (uy) of simple functions
such that u; < wu and up — u almost everywhere. Indeed, set

ug(x) =

St <wu(r) < &, i=1,..., k2
k, ifu(z) > k.



DEFINITION 18.27. Let u: X — R is a measurable function which is non-negative
almost everywhere. We define the integral of f as the limit

/udu: lim [ wedp € [0,00],
X

k—o0 X

where (uy) is any sequence of simple functions wy such that u, < w and u, — u
almost everywhere. The value of [ « wdp is independent of the sequence (uy), and
we say f is integrable if fX wdp < 0o.

Next suppose u: X — R is an arbitrary measurable function. Set
ut (z) = max{u(z), 0}, u” (r) = max{—u(z),0}.
Note that u* > 0 and u = ut — u~.

DEFINITION 18.28. We say that a real-valued function u is integrable if both u*
and u~ are, and in this case we define the integral of u to be the well-defined

number
/udu:/u*du—/udu,
X X X

Thus wu is integrable if and only if |u| is integrable.

DEFINITION 18.29. If u: X — C is complex valued measurable function, then
writing © = v + 1w, we say that u is integrable if both v and w are, and we define
the integral of u to be the complex number

/udu:/vdu—i—i/wdu.
X X X

Integration has the property that if u, v are two measurable functions such that
u = v almost everywhere then u is integrable if and only if v is, and if they are
integrable then [, udp = [, vdp.

DEFINITION 18.30. Let (X, , ) be a probability space and 1 < p < oo. The
space LP(X, o, u;R) is the space of all equivalence classes of measurable functions
u: X — R with the property that |u|P is integrable, where the equivalence relation
is given by being equal almost everywhere. The space LP(X, ., u;C) is defined
similarly.

Typically we will omit the non-important parts of the notation in LP(X, o/, u; R),
and just write LP(u) or similar.

PROPOSITION 18.31. The space LP(u) is a Banach space, with norm

1/p
HWWZ(/WVW) |
X

Moreover L?(u; C) is a complex Hilbert space with inner product

(uo) = [ wvdy
b
(here U denotes the complex conjugate of v.)
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There are three basic results on integrating that we will need.

THEOREM 18.32 (Monotone Convergence Theorem). Let (X, o, 1) be a probability
space. Suppose (uy) Is an increasing sequence of integrable functions (i.e. uy(x) <
up41(x) for almost every x). If there exists C' > 0 such that [, uxdp < C for all
k then the limit limy uy exists almost everywhere and hence defines a measurable
function u. Moreover u is integrable with

/udu: lim/ukd,u.

THEOREM 18.33 (Fatou’s Lemma). Let (X, , u) be a probability space. Suppose
(ug) is a sequence of measurable functions which is bounded below by an integrable
function. If lim infy fX ug dp < oo then u = liminf, uy is integrable and

/udugliminf/ U dfL.

Next we have:

Finally, we have:

THEOREM 18.34 (Dominated Convergence Theorem). Let (X, , 1) be a probabil-
ity space. Suppose v is an integrable function and (uy) is a sequence of measurable
functions with |ugx| < v almost everywhere. Suppose limyu, = u almost every-
where. Then u is integrable and

/ udp = lim UpdfL.
b's

k—o0 X

We now move onto a slightly more advanced topic: the Radon-Nikodym Theo-
rem.

DEFINITION 18.35. Let (X, /) be a measurable space. Suppose i and v are two
probability measures on (X, o). We say that p is absolutely continuous with
respect to v, if for any set A € o,

v(A)=0 = pu(A)=0.

In words: a null set for v is also a null set for u. We write ¢ < v to indicate that
i is absolutely continuous with respect to v. We say that y and v are equivalent
it p < vandrv<p.

Given u € L'(u) and A € o, we use the notation

/ud,u ::/u]lAd,u.
A X

THEOREM 18.36 (Radon-Nikodym Theorem). Let u and v be two probability mea-
sures on the measurable space (X,9). Then p < v if and only if there exists a
function w,, € L'(v) such that u,, > 0 and [, u,,dv =1, and such that

pu(A) = / Uy, dv, VAecd.
A

The function u,,, is unique v-almost everywhere, in the sense that any other func-
tion with these properties is equal to u,, v-almost everywhere).

9



Theorem 18.36 suggests the following definition.

DEFINITION 18.37. Let 1 and v be two probability measures on the measurable
space (X, ), and suppose u < v. We call the function w,, appearing in Theo-
rem 18.36 the Radon-Nikodym derivative of i with respect to v and use the

suggestive notation

dp
Upy = d_]/

See Remark 18.40 below for the reason for this notation.

REMARK 18.38. The Radon-Nikodym Theorem 18.36 does not actually require
or v to be probability measures. If they are not probability measures however then
the Radon-Nikodym derivative Z—’V‘ satisfies | % dv = p(X).

The next example is the origin of the terminology “absolutely continuous”.

EXAMPLE 18.39. Let our measurable space be [0, 1], equipped with its usual Borel
sigma-algebra (Example 18.18), and u be a given probability measure. If we denote
by u the measurable function

u(x) = p((0, ]),

then one can show that p is absolutely continuous with respect to the Lebesgue
measure A if and only if the function u is absolutely continuous. Moreover in this
case %ﬁ is equal to the derivative u’ of u A-almost everywhere.

We now explain the motivation behind the notation Z—‘Ij.

REMARK 18.40. Let 1 and v be two probability measures on the measurable space
(X, ), and suppose p < v. Suppose u € L*(u). Then u Z—’: € L'(v) and

d
/uduz/u—”du
X x dv

(i.e. formally you can “cancel” the dv’s). Moreover if ;1 < p and v < p then
dlp+v) dp du

i = d_p + d_p’ p-almost everywhere.
Moreover if 4 < v and v < p then the “chain rule” holds:
dp  dpdv

i Ed_p’ p-almost everywhere.

In particular if 4 and v are two equivalent measures then

du AN
= v-almost everywhere
v H

The “opposite” notion of absolute continuity is the following.

DEFINITION 18.41. Two probability measures p and v on (X, 9) are mutually
singular, written p | v, if there exists some A € & such that

p(A) =0, and v(X '\ A)=0.
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We then have the following result.

THEOREM 18.42 (Lebesgue Decomposition Theorem). Let u and v be two proba-
bility measures on (X, #4). Then there exists ¢ € [0, 1] and two probability measures
w1 and ps on (X, o) such that

= cpy + (1 —c)ps, and p L v, po L.

The number ¢ and the probability measures p, and o are uniquely determined.

Here the notation g = cpy + (1 — ¢)pus means that for all A € o, one has

u(A) = cpa(A) + (1 = c)ua(A).

We conclude this lecture by defining the notion of a countable basis.

DEFINITION 18.43. A probability space (X, s, 1) has a countable basis if there
exists a sequence (By) C o such that for any A € o and any € > 0 there exists By
such that pu(A A By) <.

EXAMPLE 18.44. Suppose X is a separable metric space and % denotes the Borel
sigma-algebra. Then (X,%, 1) has a countable basis for any probability measure

L.

Recall that a Hilbert space is separable if it has a countable dense subset. Our
final result for today is:

PROPOSITION 18.45. A probability space (X, 4, ) has a countable basis if and
only if the Hilbert space L*(u;C) is separable.

11



LECTURE 19

Ergodicity

We begin by giving the “measure-theoretic” notion of a dynamical system. First,
a remark on the terminology.

REMARK 19.1. It is customary in measure theory to refer to maps between proba-
bility spaces as transformations rather than functions. This is purely by convention.

DEFINITION 19.2. Suppose (X, o, u) is a probability space. A transformation
f: X — X is called measurable if f~1(A) € o for all A € o.

To reduce the profligation of parentheses, we will usually write simply f~'A
instead of the more formally correct f~!(A).

ExXAMPLE 19.3. Let X be a metric space. Equip X with its Borel sigma-algebra %8.
Then any continuous map f: X — X is measurable. This is proved' in a similar
fashion to Proposition 18.25.

DEFINITION 19.4. Let (X, o, 1) be a probability space. A measure-preserving
dynamical system is a measurable transformation f: X — X such that

W(fA) = u(4),  VAed.

If in addition f is bijective and f~! is also measure-preserving then we call f a
reversible measure-preserving dynamical system.

Most of the time we will omit the phrase measure-preserving and simply call f
a dynamical system. This is analogous to the way that we always omitted the
adjective “topological” from Definition 1.1. Since this is a slightly non-standard
convention, we emphasise it once more:

CONVENTION: A dynamical system f on a probability space (X, o, u) is
(by definition) a measure-preserving transformation f: X — X.

Starting in Proposition 19.18 below and throughout Lectures 24 to 28, we will
consider both topological dynamical systems and measure-preserving dynamical
systems at the same time. Whenever ambiguity is possible, we will not drop the
relevant adjective.

REMARK 19.5. Let (X, o, ) be a probability space. Suppose ¥ C of is a semi-
algebra that generates o (i.e. such that (&) = o). If f: X — X is “measure-
preserving on &” in the sense that for each A € & we have f~'A € & and moreover
that

p(f~rA) = pu(4), VAed,

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
L Apart from the fact that Proposition 18.25 was stated without proof. ..
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then in fact f is measure-preserving on all of @, and hence a dynamical system.
This is proved using abstract measure-theoretic results (similar to those needed to
prove Theorem 18.17), which we will not discuss.

Therefore it suffices to check the measure-preserving property on a semi-algebra
that generates the sigma-algebra. This will occasionally be useful. For exam-
ple, given a transformation f: [0,1] — [0, 1], in order to show that f is measure-
preserving with respect to the Lebesgue measure, it suffices to check this property
on the intervals (a,b] and [0, 5] for 0 < a < b < 1, c¢f. Example 18.18.

DEFINITION 19.6. Let (X, o, i) be a probability space and f: X — X a dynamical
system. A measurable set A is called invariant if f~1A = A.

Note we must use f~'A in the definition rather than f(A), since f(A) may not
be an element of .

REMARK 19.7. Warning: This definition is slightly at odds with the definition of
an invariant set for a topological dynamical system (cf. Definition 1.14). This is
unfortunate, but the terminology is too entrenched to try and change.

REMARK 19.8. Suppose f is a dynamical system on (X, &, 1), and A is an invariant
set with positive measure. Then f|4 defines a dynamical system on the restricted
probability space (A, 4, 114) from Example 18.12.

The following result is our main way of producing invariant sets.

PROPOSITION 19.9. Let f be dynamical system on a probability space (X, <, ).
Given A € A, set

E, = G A, E = ﬁ E,,.
k=n n=0

Then E is an invariant set with u(E) = u(Ey) and u(AN E) = u(A).

Proof. Observe that for m > n, E,, = f"™(E,), and hence as f is measure
preserving we have p(E,) = u(Ep) for all n > 0. Since E,, C E,,_ for each n, it
follows that” u(FE) = u(Ey). Moreover by definition F is invariant:

e =Y

n=0 k=n

-N U s

n=0 k=n+1
[eS)

= £
n=1

=F,

2This is a standard elementary piece of measure theory, but it is important you realise that
this only holds because we are working on a finite measure space. Indeed, if (X, ¢, p) is any
(not necessarily finite) measure space and (E,),>o is a family of measurable subsets such that
E, CFE,_1forn>1and u(Ey) < oo then

Z (ﬂ E) = 5, HlEn)
n=0

Exercise: Prove this!



as E, C Ey for each n > 0. Finally p(ANE) = u(AN Ey) = u(A) since A C Ey.
This completes the proof. [ |

To illustrate the power of bringing a measure into play, let us prove the following
famous result, which is also’ due to Poincaré.

THEOREM 19.10 (Poincaré Recurrence Theorem). Let f be a dynamical system
on a probability space (X, ). Suppose A € o has u(A) > 0. Then almost all
points in A return to A under f infinitely many times. That is, there exists a subset
A* C A with u(A*) = u(A) such that for each x € A* there exists a sequence (k)
of numbers such that k, — oo and such that f*(z) € A* for each n > 1.

Proof. Let E be as in Proposition 19.9. Then F is the set of points in X that enter
A infinitely many times under positive iterates of f. Set A* = ANE. If z € A*
then there exists a sequence 0 < k; < ky < ... with f*(z) € A for each n. In
fact, f(z) € A*, since fFm(x) = fFm=Fn(f(z)) € A for every m > n. Moreover
p(A*) = u(A) by Proposition 19.9. This completes the proof. ]

Suppose f is a dynamical system on a probability space (X, &4, i), and suppose
one can find an invariant set A for f. Then as in the topological case, we can then
reduce the study of the dynamics of f to the (hopefully simpler) systems f|4 and
flx\a. But in a measure-theoretic setting, there is an additional subtlety, in that
we ignore sets of measure zero. Thus we are only interested in invariant sets A
with the property that both u(A) and (X \ A) are positive. It therefore makes
sense to single out those dynamical systems for which one cannot simplify things by
restricting to an invariant subset. This gives rise to the measure-theoretic analogue’
of transitivity, which is called ergodicity.

DEFINITION 19.11. Let (X, 9, u) be a probability space. A dynamical system
f: X — X is called ergodic if the only invariant measurable sets either have full
measure or zero measure: if A € o then

A=A = n(A) € {0,1}.
Here is a first result about ergodicity.

PROPOSITION 19.12. Let f be a dynamical system on a probability space (X, ., ).
Then the following are equivalent:

(i) f is ergodic.
(i) If A € o satisfies p(f~*A A A) =0 then u(A) € {0,1}.
(iii) If A € o has p(A) > 0 then p (Upe, f7FA) = 1.

3A great number of definitions and theorems in Dynamical Systems bear Poincaré’s name.
This is not due to a lack of imagination in textbook writers, but more a testament to Poincaré’s
brilliance. He single-handedly invented what we refer to as “Dynamical Systems” during his
work on the Three-Body Problem in the late nineteenth century (more on this next semester).
Amazingly enough, Poincaré was also responsible for inventing Algebraic Topology. (After all,
why invent one field of mathematics when you can invent two?) An absolute legend.

4Actually at a first glance this may appear closer to the notion of minimality; see Remark
19.14 below.
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(iv) If A, B € ¢l and p(A), u(B) > 0 then there exists k > 1 such that p(f~*AN
B) > 0.

The proof will use the following easy observation: for any measurable sets A, B,
one has:

1(A) = u(B)| < (A & B). (19.1)
Indeed, this is immediate from the fact that pu(A) = pu(A\ B) + u(A N B) and
u(B) = p(B\ A) + u(AN B).

Proof. We first prove that (i) implies (ii). For this let us first note that for any set
A€ o and any k > 1, one has

k—1
frasac| ( FEDA) A f—iA). (19.2)
=0

Indeed, suppose # € A but f*(x) ¢ A. If f(z) ¢ Athenz € f71A A A and we are
done. Thus we may assume that f(x) € A. Then if f?(x) ¢ A then we are done, as
then z € f=2A A f~!'A. This process will eventually produce some 0 < i < k — 1
such that fi(x) € A but f™l(x) ¢ A, as otherwise we would end up assuming that
f¥(x) € A, contrary to our hypotheses. A similar argument works if we assume
that f*(x) € Abut z ¢ A, and thus (19.2) is proved.

Now assume that A € of satisfies u(f~'A A A) = 0. We claim that

p(fFAAA) =0, Vk>1. (19.3)

To see this, use (19.2) to obtain

k—1
frasac (e ara)

i=0
k—1

= JF(f'An A,
=0

and then as f is measure-preserving we get
p(fFAANA) <ku(fTAAA)=0.

Now let F and F,, be defined as in Proposition 19.9. We claim that in this case one
actually has p(A) = p(E) (rather than just u(AN E) = p(A).) Indeed, by (19.3)
we have

WABE)<S uAn ) =0,
k=n
and thus as F C E, and u(E) = p(FE,) by Proposition 19.9 we obtain u(A A
E)=0. Thus by (19.1), we have u(A) = p(E). Since E is invariant, by ergodicity
pu(E) € {0,1}, and hence the same is true of u(A). This proves (ii).

Now we prove that (ii) implies (iii). Suppose A € o has u(A) > 0. Consider E}
as defined in Proposition 19.9. Then since f~'E; C E; and pu(f'E)) = u(E)), we
have u(f~'E; A E;) = 0. Thus by (ii) we have u(E;) € {0,1}. Since f~'A C E;
we cannot have u(E;) = 0, whence u(E;) = 1. This proves (iii).

4



Now let us prove that (iii) implies (iv). Suppose A, B € ¢ both have positive
measure. Then with E; as above, by (iii) one has p(E;) = 1, and thus

0<u(B)=pBNE)=p (U(B N f"“z‘U) :
k=1
Hence there must exist & > 1 with u(f~*AN B) > 0. This proves (iv).
Finally let us show that (iv) implies (i). Suppose A € o is invariant. If
0 < u(A) <1 then

0= u(Aﬂ (X\A)) = ,u(f*kAﬂ (X\A))
for all £ > 1, which contradicts (iv). This completes the proof. [

REMARK 19.13. The strength of part (ii) of Proposition 19.12 is the following.
Suppose A € o satisfies A C f7'A (or f7'AC A). Then u(A A f~1A) =0, and
hence if f is ergodic then A has measure 0 or 1.

Another important point to note is the following.

REMARK 19.14. At a first glance, it may appear that the natural topological
analogue of ergodicity is minimality, not topological transitivity. However in the
measure-theoretic world, we are free to ignore things that happen on sets of mea-
sure zero. This corresponds to asking sets to be dense in the topological world—
compare part (iii) of Proposition 19.13 with part (iii) or Proposition 2.4 and part
(iii) of Proposition 2.14. Nevertheless, the correspondence between ergodicity and
transitivity is not “perfect”; see Proposition 19.18 and Remark 19.19 below.

We will shortly give another equivalent set of characterisations of ergodicity, but
let us first show how to a measure-preserving transformation f one can associate
an isometry of the Hilbert space L2.

DEFINITION 19.15. Let f be a dynamical system on a probability space (X, o, ).
Given a (real or complex-valued) measurable function u, we denote by f*(u) the
measurable function defined by

fr(u)(@) = u(f(x))-

Note that f* is a linear operator and

[ (uo) = f*(u) f*(v).
If u is real-valued then so is f*(u), and if uw > 0 then f*(u) > 0. Slightly less

obviously, we have:

PROPOSITION 19.16. Let f be a dynamical system on a probability space (X, &, ).
Then for any measurable function u, one has

/Xf*(u)du:/xudu (19.4)

(where one side doesn’t exist or is infinite if and only if the other is). If p € [1,00)
andu € LP(u) then || f*(u)||, = ||u||p, and hence f* is a linear isometry f*: LP(p) —
LP(u). In particular, if f is reversible then f* is a unitary operator on the Hilbert
space L*(u; C).



Proof. 1t suffices to prove (19.4) when f is real-valued by considering the real and
imaginary parts separately. Similarly if suffices to prove (19.4) when wu is non-
negative. If u is a simple function, then the result is immediate as f is measure
preserving and

Jf(La) =1j1a.

If u is a non-negative measurable function and u; a sequence of simple functions
increasing to u then f*(uy) is a sequence of simple functions increasing to f*(u).
Then

/Xf*(U)dMZIilgn/Xf*(uk)du

:lim/ ug dp
koJx

:/udu,
X

which proves (19.4) in this case. Next, if u € LP(u) then apply (19.4) to v := |uP to
see that f*(u) € LP(p) and || f*(u)||, = |Jull,- If f is invertible then f* is surjective
as f*(f7)*(u) = (u). Moreover if u,v € L*(u; C) then applying (19.4) to w = uv
and using the fact that f*(w) = f*(u) - f*(v) shows that

(£ (w), £ (0)) = {u, v).

Thus f* is unitary. This completes the proof. [ |

As promised, here is another set of equivalent characterisations of ergodicity.
On Problem Sheet J you will find another one.

PROPOSITION 19.17. Let f be a dynamical system on a probability space (X, A, ).
The following are equivalent:

(i) f is ergodic.

(ii) For any measurable u, if f*(u) = u almost everywhere then wu is constant
almost everywhere.

(iti) For any u € L*(u), if f*(u) = u almost everywhere then u is constant almost
everywhere.

Proof. 1t is obvious that (ii) = (iii), so we need only show that (i) = (ii) and (iii)
= (i).

We start with (i) = (ii). Assume that f*(u) = u almost everywhere. We may
assume, by taking real and imaginary parts, that u is real-valued. Define for k € Z
and n > 0 a set

k k1
Xk,n::{xemz—ngu(xk ;;}

Then
F Xkn & Xy CH{z € X | f*(u)(2) # ulz)}.



Thus by part (ii) of Proposition 19.12 and the assumption that f is ergodic, we
obtain that u(Xg,) € {0,1}. Since for any n > 0 we have

X = |j| Xk,’ru

k=—o00

as a disjoint union, it follows that for each n > 0 there exists a unique k,, such that
/L(kan) = 1. Set

Y= Qan

Then p(Y') = 1. But by construction, u is constant on Y, and hence u is constant
almost everywhere. This proves (ii).

We now prove (iii) = (i). Suppose £ C X is invariant. Then 1p € L?(u)
satisfies f*(1g) = 1g everywhere. Thus by (iii) the function 1 is constant almost
everywhere. Thus either 1z equals 0 almost everywhere, or 1 equals 1 almost
everywhere. In either case we have

W(E) = /X Lpdp € {0,1}.

This completes the proof. [ |

We conclude this lecture by making an explicit connection between ergodicity
and transitivity.

PROPOSITION 19.18. Let X be a metric space, and let % denote the Borel sigma-
algebra. Suppose f: X — X is a topological dynamical system on X, and’ assume
there exists a probability measure p on X for which f is an ergodic measure-
preserving dynamical system with respect to p. Assume in addition that p(A) > 0
for each non-empty open set A. Then f is transitive.

Proof. Let U and V' be any two non-empty open subsets of X. By part (iv) of
Proposition 19.17 there exists k > 0 such that u(f~*UNV) > 0. Thus f~*(U)NV #
0, and hence also U N f*(V) # 0. |

REMARK 19.19. We will prove in Lecture 22 that when X is compact the red part
of the hypotheses of Proposition 19.18 is actually not an assumption: if f: X — X
a topological dynamical system on a compact metric space then there always exists
a probability measure p on the Borel sigma-algebra 9% such that f is an ergodic
measure-preserving dynamical system with respect to u. However in general there is
no reason why this measure should be positive on open sets. For instance, suppose
x is a fixed point of X. Then the Dirac measure ¢, from Example 18.22 is a
probability measure for which f is both measure-preserving and ergodic.

5Why is this in red? See Remark 19.19.



LECTURE 20

The Birkhoftf Ergodic Theorem

In this lecture we state and prove the famous Birkhoff Ergodic Theorem.

DEFINITION 20.1. Let f be a dynamical system on a probability space (X, , ).
Given u € L'(u), we define the time average of u with respect to f to be the
function

-
1 .
u(x) = Jim - E u(f'(x)), if the limit exists.

=0

N

When f is understood, we simply call u the time average of u.

In fact, for any u € L'(u), the limit exists almost everywhere, and @ € L'(u).
This is a consequence of the following famous theorem.

THEOREM 20.2 (Birkhoff Ergodic Theorem). Let f be a dynamical system on a
probability space (X, s, ). Then for any u € L'(u), the time average U is a well
defined integrable function which is f-invariant: f*(u) = wu almost everywhere.

Moreover
/ udp = / udpy
X X

An immediate corollary of Theorem 20.2 is

COROLLARY 20.3. Let f be an ergodic dynamical system on a probability space
(X, 4, ). Then for any u € L*(u), the time average U is constant almost every-
where, and equal to [, udp.

Proof. If f is ergodic then f*(u) = u almost everywhere implies that u is almost
everywhere constant by part (ii) of Proposition 19.17. [

REMARK 20.4. One often calls the integral [ + udp the space average of the
function u. Thus in the ergodic case, Theorem 20.2 can be concisely stated as
saying that:

time average = space average.

Many arguments in statistical mechanics implicitly assume that the time average
is equal to the space average, and thus for these arguments to be mathematically
valid, one needs to verify the dynamical system in question is ergodic.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Before embarking on the proof of Theorem 20.2, let us see two applications of
Theorem 20.2. Further results of this form are on Problem Sheet J.

Recall that any number x € [0,1) has a binary expansion

Y

where z, € {0,1} for each k. For all but countably many = € [0,1), the binary
representation is unique.

?r|w

DEFINITION 20.5. We say that = € [0,1) is normal to base 2 if the frequency of

1’s in the binary expansion of x is %

It is easy to write down examples of numbers that are not normal to base 2,
for instance x = % has a binary expansion with z; = 1 and z, = 0 for all £ > 2.
Nevertheless, it is a somewhat remarkable fact that most numbers are normal:

PROPOSITION 20.6. Almost all numbers (with respect to the Lebesgue measure \)
in [0, 1) are normal to base 2.

Proof. Let ey: [0,1) — [0,1) denote the doubling map, es(z) = 22 mod 1. By'
Problem J.1, ey is ergodic with respect to Lebesgue measure A. Let X C [0, 1)
denote the set of points whose binary expansion is unique. Then A(X) = 1, since
the complement of X is countable. If x € X then writing

- Ty - Tht1
ex(z) = e (Z 27) =2 ok
k=1 k=1

we observe that if u = 1;/2,1) one has

u(eh(a) = {1’ e

0, Tit+1 = 0.

Thus for x € X, the number of 1’s in the first £ digits of x is Z;:ol u(e(z)). By
Corollary 20.3, one has

1 - 1
E u(eé(w)) o / Loy dN = 3 almost everywhere.
X

LI

This says that the frequency of 1’s in the binary expansion of almost every x € X

is 5, and thus completes the proof. [ |

Here is another application of Theorem 20.2, which will be useful in later lec-
tures.

1Strictly speaking, Problem .J.1 is formulated on the circle instead of [0, 1), but this makes no
difference.



PROPOSITION 20.7. Let f be a dynamical system on a probability space (X, ., ).
Then f is ergodic if and only if for all A, B € ¢ one has

e
—

p(f AN B) = p(A)u(B). (20.1)

| =

Il
=)

i

Proof. Suppose f is ergodic. Choose u = 14 and apply Corollary 20.3 to obtain
=

% Z La(fi(z)) = p(A), almost everywhere.
i=0

Multiply both sides by 1 to obtain

k—1
14(f'(2))1g — pu(A)lg, almost everywhere.

| =

Il
o

i

Now apply the Dominated Convergence Theorem 18.34 to obtain

Ea
—_

p(fANB) = u(A)u(B)

=

s
Il
=)

as required.

For the converse, suppose F is an invariant set. Set A = B = F and apply (20.1)
to obtain ¢ S0 w(E) — u(E)?. Thus p(E) = p(E)?, which implies u(E) € {0,1}.
This completes the proof. [ |

We will now get started on the proof of Theorem 20.2. The key step is the
following rather strange series of constructions. Let (X, <, u) be a probability
space. Suppose P: L'(u) — L'(u) is a positive linear operator with [|P||o, < 1.
Explicitly, this means that

u>0 = Pu>0

and
[Pully < llully,  Vue L' (w).

Let us now fix a function u € L'(u; R). Using P, we define a sequence of functions
(ug) for £k =10,1,2,.... Namely, let us first set uy := 0 and then define inductively

for k>1
k—1
Uy = Z Piu.
i=0
We then define for n =0,1,2,... a function

vp(z) = nax ug(x).

Note that v,, > 0 since ug = 0. Finally we set

Vi = Sup vy,.
n>0

3



Note that clearly v, € L'(u), and hence the function v is measurable (but not
necessarily in L'(u)). Next, we define measurable sets A,, € o by

A, ={x € X |v,(z) > 0},

so that A, C A, 1, and the union

A= QAn

is exactly the set on which v is positive. We then claim:

THEOREM 20.8 (Maximal Ergodic Theorem). It holds that

/ud,MZO.
A

At the moment this result probably looks completely random to you (and utterly
undeserving of a special name!), but fear not: all will be revealed soon.

Proof. Since A,, C A, 1, by the Dominated Convergence Theorem 18.34 it suffices
to show that

/ wdp >0, Vn € N.
An

Indeed, ul 4, — ul 4 and |ul 4| < |ul, so

/ udu:/ulAndu—)/uﬂAdu:/udu.
An b's b's A

So let us fix n > 1. For 0 < k < n one has by definition that v, > wu, and hence
by positivity Pv,, > Puyg, which implies that

Pu, +u > ugyq, VO <k<n.
Thus if x € A,, then

> = p—
Pu,(x) +u(x) > ax ug(x) Joax ug(z) = vy (),

where the second equality used the fact that v,(z) > 0 for € A,, and hence the
maximum cannot be achieved by ug = 0.
In other words, we have shown

u > v, — Pu,, on A,,

/vndu—/ Pu, du
An

/ vy, dp — / Puv, dpu, since v, =0 on X \ A,,

and hence

J, v

| \/

X
> Up dp — / Pu, du, since Pv, > 0,
X
>0, since ||P|| < 1.
This completes the proof. [ |



We now use the Maximal Ergodic Theorem to prove another technical looking
result.

PROPOSITION 20.9. Let f be a dynamical system on a probability space (X, ., )
and let w € L'(j;R). Given a € R, set

Y, = {azEX) suplZw(fi(:B)) >a}.

Then if E is any invariant subset for f one has

/ wdp > ap(ENY,).
ENY,

Proof. We first prove the result in the special case where £ = X. Set v := w — a.
Then Y, is precisely the set A from the Maximal Ergodic Theorem 20.8, and thus
fYa wdp > 0, which implies that fYa wdp > ap(Y,). For the general case we may
assume that p(FE) > 0, otherwise there is nothing to prove. We then consider the
dynamical system f|g on the restricted probability space (E, dg, ug) (cf. Remark
19.8) and apply the case we have already proved. This completes the proof. [ |

We are now ready for the proof of Theorem 20.2. This proof is non-examinable—
not because it is particularly hard, but because it is rather long.

(&) Proof. We may as usual assume that u is real-valued, by taking real and imag-
inary parts. We prove the result in three steps.

1. Define
1S
taup () = limnsup 3" (),
k—o0 i—0
and
= '
tint(v) = lim inf 2; u(f'(x)).
In this step we show that
Usup = Uinf almost everywhere.

First observe that both ug,, and wuy,s are invariant under f. Indeed, if ug(x) =

§ 2o ulfi(x)) then

k+1 1
2 upy1(z) —up(f(2)) = Eu(x)a

and thus taking lim sup and liminf as k& — oo establishes our claim.
To show that g, = uins almost everywhere, define for a,b € R the set

Xop =A{r € X | uint(z) < b and ugyp(z) > a}.

Since
{l’ e X ‘ uinf(x) < usup(m)} g U Xa,ba

a,beQ, b<a



it suffices to show that p(X,,) = 0if b < a. Since ug,, and iy are invariant,
one has f1X,;, = X, If f was ergodic then it would immediately follow that
1(Xap) = 0, but for the full statement we need to use Proposition 20.9.

For this, set as in Proposition 20.9

Y, = {xEX‘ sup%Zu(fi(w)) >a}.

k>1
Then
Xa,b ny, = Xa,b-

By Proposition 20.9 we obtain

/ udp = / wd
Xa,b Xa,,bmya

> ap(XapNYy,)
= au(Xap).

But now replacing u, a,b with —u, —b, —a respectively, and using (—u)syp = —Uins
and (—u)inf = —Usyp We get also that

/ udp < bp(Xap)-
Xa,b

Thus ap(Xap) < bu(Xap). This is true for any a,b. If b < a then it forces
N(Xa,b> =0.

2. It follows that u exists almost everywhere and agrees with both w,, and
Uinf. Now we show that u € L'(u). For this set

Then v, > 0 and by Proposition 19.16 one has [y vydu < [y |u|dp. Thus by
Fatou’s Lemma 18.33 we see that liminfy vy = |uing| is integrable, i.e. that uy,s €
L)

3. In this final step we show that fX udp = fX wdp. For this we play a similar
game to the above. Set

k k+1
g = {x eX ‘ — < Ugyp() < + }
n

n
for k € Z and n € N. Given € > 0, we have

Zn,k N YE_ - Zn,k;

£

where Y, is as defined above. Thus by Proposition 20.9 once more we obtain

k
/ udp > (— - 5) 1(Znge)-
Z’n,k n

6



Since € was arbitrary, it follows that
k
udp > —p(Zn )
Zn,k n
Using the definition of Z,, ;, we then have
k+1
/ usup d,u S —/’I’(Znyk>
Zn,k n

1
n Z

n,k

1
/usupd,ug——i-/ud,u.
X n X

Since this holds for any n, we obtain

/usupdug/udu.
b's b's

Now apply this to —u to obtain

/X (—w)sup dpt < /X (—u) d,

/umfd/'LZ/Ud:u
X X

Summing over k gives

or equivalently that

(20.2)

(20.3)

Since Ugyp = Uit almost everywhere by Step 1, combining (20.2) and (20.3) shows

that

/ﬂdu:/udu.
X X

This completes the proof.



LECTURE 21

Mixing from a Measure-Theoretic
Viewpoint

In this lecture we investigate the measure-theoretic analogues of the mixing and
weakly mixing properties from Lecture 5. The starting point for this discussion
is Proposition 20.7, which tells us that if f is an ergodic dynamical system on a
probability space (X, «, ) then

lim — Z,u AN B) = u(A)u(B).

k—oo k

This motivates the following definitions.

DEFINITION 21.1. Let f be a dynamical system on a probability space (X, ).
We say that f is:

(i) weakly mixing if for all A, B € «

k—
tim 13" |ulf A0 B) = (AlB)] = 0.

=0
(ii) mixing if for all A, B € 4,
lim p(f AN B) = p(A)u(B).

REMARK 21.2. Whilst the mixing condition is very natural, you may be forgiven
for thinking that the weakly mixing condition is somewhat contrived. Moreover
at first glance it would not to have anything to do with the topological definition
of weak mixing (cf. Definition 5.6). However fear not: by the end of the lecture
the weak mixing condition will seem much more natural, and the correspondence
between the topological and measure-theoretic definitions will be clear.

LEMMA 21.3. Let f be a dynamical system on a probability space (X, s, ). Then
f is mixing = f is weakly mixing = f is ergodic.

Proof. Observe that if (ax)r>o0 is any sequence of real numbers then limy, ak = 0 im-
plies that limy, ¢ Z " |as| = 0, and this latter condition implies that limj + z S o @i =
0. The lemma follows with ap == u(f"AN B) — u(A)u(B). |

Recall from Remark 19.5 that given a transformation f: X — X on a probabil-
ity space (X, o, i), in order to check whether f is measure-preserving it suffices to
test it on any semi-algebra generating ¢f. In fact, the same is true for ergodicity,
weak mixing and mixing, as we now prove.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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PROPOSITION 21.4. Suppose (X, o, u) is a probability space and suppose & C o

is a semi-algebra that generates ¢f. Let f be a dynamical system on a probability
space (X, o, ). Then:

(i) f is ergodic if and only if for all A, B € &, one has

lim — Z w(fFANB) = u(A)u(B).

k—oo k

(i) f is weakly mixing if and only if for all A, B € &, one has

k—1
lim > IHITANB) =~ ()| =0
0

(iii) f is mixing if and only if for all A, B € &, one has
lim (AN B) = p(A)u(B).

Proof. Firstly, it is clear that if all three properties hold for elements of & then
they also hold for finite disjoint unions of elements of . Now let A, B € o, and
fix e > 0. By Theorem 18.17 we can find A;,..., A, and B, ... B, that belong
to & such that A, NA; =0 if i # j and BN B; = 0 if i # j and such that if
Ag = _, Ai and By = |J}_; B; then pu(A A Ap) < ¢ and u(B A By) < . Note
that for ¢« > 0, one has

(FPANB) & (f AN Bo) C (f A A f7A) U (B & By),
and hence we have
p((J7ANB) & (f 40N By)) < 2e,
and hence . '
\u(fPANB) — u(f Ay N By)| < 2¢
by (19.1). Thus we have
[W(fTANB) = p(A)u(B)| < |p(f AN B) — u(f~" Ao N By)|
+ |M(fﬂ'f40 N By) — N(A(])N(BO)‘
+[u(A)(B) = p(A)u(Bo)|
+ |M w(Bo) — (AO)M(BO)|
<de + |u(f~ Ao N By) — p(Ao)p(Bo)|,
where the last used used (19.1) again to estimate |u(A) — u(Ap)| < e and |u(B) —

p(Bo)| < e. From this, both (ii) and (iii) follow, since Ay and By are finite unions

of elements in . The proof of (i) proceeds along similar lines: arguing as above
we find

k—1 =
z ZN fTANB) = p(A)u(B)| < 4e + Z (f7"Ag N Bo) — pu(Ao)p(Bo)|
=0
and then the conclusion follows as before. This completes the proof. [ |
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We now take a short detour and discuss some convergence properties of se-
quences of real numbers.

DEFINITION 21.5. A subset K C {0,1,2,...} has density zero if

P #EN{01,2,.. . k—1)
k—o0 k

0.

PROPOSITION 21.6. Let (ax)r>0 be a bounded sequence of real numbers. Then the
following are equivalent:

(i) limgoo £ 320 lai| =0,

(ii) There exists a subset K C {0,1,2,...} of density zero such that limy_, a =
0 provided k ¢ K.

. k—
(iii) limg oo S Jai? = 0.
By a slight abuse of notation, we will write the conclusion of (ii) as

lim a;, = 0.
k¢ K

This proof is non-examinable.
(&) Proof. Given any subset J C {0,1,2,...}, let us denote by N;(k) the cardinal-
ity of JN{0,1,2,...,k—1}, so that J has density zero if and only if limy,_,oc + N, (k) =
0.

We first prove that (i) = (ii). Given n > 1, let J, denote the set of k €
{0,1,2,...} such that |ag| > % Then J; C Jy, C J3 C ---. Each set J,, has density
zero, since

= 1
=0

This means there exists integers 0 = jg < 71 < jo < --- such that

1 1
-N k - k> 7,
k J"“(><n+1’ Vk=J
Now set o
K = U (Jn+1 N [jmjn+1])'
n=0

We claim that K has density zero. Since J; C Jo C -+, if j, < k < j,41 we have

KN[0,k)=(KN[0,ja) U (KN [jnk))
g (Jn N [Oujn)) U (Jn-l—l N [0’ k))u

and therefore

|
5
=
IN

(NJ, () + N (K))

(N, (k) + Ny, (k)
1
n+1

IN N
I | =~

_l_



Thus K has density zero as required. Moreover if k > j, and k ¢ K then k ¢ J,, 14
and hence |ax| < —5. Thus limggg |ax| = 0. This proves (ii).

Now let us prove that (ii) = (i). Let K be a set of density zero such that
limy¢ g ar = 0. Since by assumption (ar) is bounded, there exists C' > 0 such that

lag| <C,  Vk>0. (21.1)

Let € > 0. Then there exists n = n(e) such that if

lag| < e, YV k > n such that k ¢ K, (21.2)
and 1
ENK(k) <, Vk>n. (21.3)
Now assume that n
k> — (21.4)
£

Then by splitting the sum ¢ Zf:_ol |a;| into three pieces we see that

k—1
%Z |a;] = %( > |ail + > o+ D |ai|>
\K

i=0 i€KN{0,1,2,... k—1} i€{0,1,2,..n—1}\ K i€{n,...k—
C
< TNic(k) +C% +e by (21.1) and (21.2)
<Ce+Ce+e by (21.3) and (21.4)
= (2C + 1)e.

Thus (i) follows. Finally, (iii) = (i) is obvious, and to see that (i) = (iii), we
observe that if K is as in (ii) then

lim |agx| =0 = lim |ag|*> = 0.
kK k¢K

Thus completes the proof. [ |

An immediate corollary of Proposition 21.6 is the following alternative charac-
terisations of the weak mixing property.

COROLLARY 21.7. Let f be a dynamical system on a probability space (X, <, ).
The following are equivalent.

(i) f is weakly mixing.

(ii) For every pair A, B € 9 there exists a set K(A, B) C {0,1,2...} of density
zero such that

mu(f AN B) = p(A)y(B).

(iii) For every pair A, B € ¢ one has

k—

S W7 AN B) — w(A(B) =0

=0

li !
kl—>rgo k



Proof. Apply Proposition 21.6 with a;, = u(f~*AN B) — p(A)u(B). [

REMARK 21.8. In Problem Sheet K you will show that if (X, ¢, ) has a countable
basis (Definition 18.43) then part (ii) of Corollary 21.7 can be improved to show
that the set K(A, B) can be chosen independently of A and B.

In the topological world, weak mixing was defined in terms of the product dy-
namical system f x f. A similar thing is true in the measure-theoretic world, as
we now explain.

DEFINITION 21.9. Suppose (X, #) is a measurable space. Let & denote the semi-
algebra on X x X given by sets of the form A x B for A, B € /. The sigma-algebra
generated (cf. Definition 18.16) by this semi-algebra is denoted by & x & and is
called the product sigma-algebra. Next, if u is a probability measure on & then

[i(A x B) = u(A)u(B)

is a probability pre-measure on &. Thus Theorem 18.17 tells us that there is a
unique probability measure on & x ¢ that agrees with 1 on & C o x o. We
denote this probability measure by p x p and call it the product measure.

We adopt the convention that if (X, o, ) is a probability space then X x X
should always be considered with the product sigma-algebra ¢ x ¢ and the product
measure i X p, even if this is not explicitly stated.

We conclude this lecture by proving the measure-theoretic analogue of Fursten-
berg’s Theorem 6.5.

THEOREM 21.10 (Measure-theoretic version of Furstenberg’s Theorem). Let f be
a measure-preserving transformation on a probability space (X, ,pu). Then the
following are equivalent:

(i) f is weakly mixing.
(i) f x f is ergodic.
(iii) f x f is weakly mixing.

REMARK 21.11. The equivalence of (i) and (ii) explains why this definition of weak
mixing is analogous to the topological one (Definition 5.6). The equivalence of (i)
and (iii) is the analogue of Furstenberg’s Theorem 6.5.

Proof. Let us first prove that (i) implies (iii). Let A, B,C,D € «. Since f is
weakly mixing, by part (ii) of Corollary 21.7 there exist subsets K; = K (A, B) and
Ky, = K(C, D) of density zero such that

dim p(fANB) = p(A)u(B),

and

Jm p(f*C'N D) = u(C)u(D).



Let K = K; U K,. Then K is also a set of density zero, and we have

lim (g x 1) ((F ) (A X €)1 (B x D)) = fim pu(f*AN Byu(f € 1 D)

= u(A)p(B)u(C)u(D)
= (1 x p)(Ax C)(p x p)(B x D).

Since sets of the form A x C' form a semi-algebra that generates the sigma-algebra
on X x X, it follows from Proposition 21.4 and Corollary 21.7 that f x f is weakly
mixing. This proves (iii). The fact that (iii) implies (ii) is obvious. Let us now
prove that (ii) implies (i). Let A, B € 4. We have

,}gm% (74N B) = Jiny . S o) (> 17104 5 X) (8 X))
D (1 x ) (A x X) (i x p)(B x X),
= u(A)u(B)

lim > (AN B) = X > (1 w)((7 % 1) (Ax )N (B x B))
(1% 1) (A x A) (1 x p)(B x B)
— u(AYu(BY?

where (©) again used that f x f is ergodic. Putting these two together gives

k-1

i 32 (170 B) ()
= Jim Z (AN B = 2u(£ 740 Bu(A)u(B) + p(APu(B)?)
= (AP (B) = 2 AV p(B)?
=0.

Thus by Corollary 21.7 we see that f is weakly mixing. This proves (i), and thus
completes the proof. [ |



LECTURE 22

Spectral properties of Dynamical
Systems

In this lecture we discuss a “functional analytic” interpretation of mixing and

weakly mixing for measure-preserving dynamical systems. Unfortunately we are

only able to scratch the surface, since most of the results in this direction require

considerably more functional analysis that this course assumes' as a prerequisite.
We begin with the following statement.

PROPOSITION 22.1. Let f be a measure-preserving transformation of a probability
space (X, o, ). Then the following are equivalent:

(i) f is mixing.

(ii) For all u,v € L*(u; C), one has
Jin () ()0} = [ wd [ v
(iii) For all uw € L*(u; C), one has

lim (") (), ) = /X wdp /X wdp.

k—o0

Proof. To see that (ii) implies (i), given A, B € & take u = 14 and v = 1. To see
that (i) implies (iii), observe that (i) implies that for any A, B € ¢, one has
lim ()" (La), 1p) = p(A)u(B).

k—o0

Fixing B, we see that for any simple function v, one has

Jim ()40, 1) = [ vd- (B

Then fixing v we see that
i (7)), 0) = [ v [ van

i.e. that (iii) is true for any simple function v. Now given u € L?(u; C) and & > 0,
choose a (possibly complex valued) simple function v such that ||u—v||2 < €. Then
choose n = n(e) > 0 such that for k£ > n one has

< €.

‘<<(f*)k(v),v>>— [ va [ wa

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
'Which is, essentially, zero.
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To ease the notation set

a::/ud,u, and b::/ vdpu.
b's b's

Then if £ > n one has

[((F) (), u) — aa| < |[(CF)*(u), wh — ((F)* (), )|
HC ), = () ), )] + [((F) (), v) — D]
+ |bb — ab| + |ab — aa|
<) (=), u |+ [((F) (0), u — v}

/}((u—v)@] +a /deu‘

<llu=wvllzllullz + llu = vll2[[v]l2 + &

—l—a—l—]l_)\

+lvll2llu = vl + fJull2llv = ull2
<ellulls +e(llulla + &) + & + (l[ullz + e)e + eflull2
=del|uls + 2% + €.

This proves (iii). Finally to see that (iii) implies (ii), we argue as follows. Fix
u € L*(u;C) and let

toi={o e 260 | Jin (0 @.0) = [ wdn [ v,

Then L, is a closed f*-invariant subspace of L?*(u;C) which contains both u (by
(iii)) and the constant functions. We must show that actually £, = L?(u; C).

To prove this, let S, € L?(u; C) denote the smallest closed f*-invariant subspace
containing v and the constant functions. Then S, C £, by definition. Now consider
the orthogonal complement

Sy ={ve L’ (;C)| (v,w) =0, VweS,}.

Suppose v € Si. Since the constant function 1x belongs to S, we have

0= (v, 1x) = /de,u. (22.1)

Similarly since (f*)*(u) € S, for any k > 0 (as u € S, and S, is f*-invariant) we
also have

(o, (F @) =0,  VE>0, (22.2)

Combining (22.1) and (22.2) shows that if v € S then v € £,. Thus S} C L,,.
But now we are done, since

L*(1;C) = S, + S C L.
This establishes (ii), and so completes the proof. [ |

The next two results can be proved in exactly the same way as Proposition 22.1.
The proof is left to the interested reader.
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PROPOSITION 22.2. Let f be a measure-preserving transformation of a probability
space (X, o, ). Then the following are equivalent:

(i) f is ergodic.

(ii) For all u,v € L?(u; C), one has

PROPOSITION 22.3. Let f be a measure-preserving transformation of a probability
space (X, o, ). Then the following are equivalent:

(i) f is weakly mixing.

(ii) For all u,v € L*(u; C), one has

()i, v) — /X wdp /X m' 0.

Let us now look at eigenvalues of a measure-preserving dynamical system.

DEFINITION 22.4. Let f be a dynamical system on a probability space (X, <, ).
We say a complex number ( is an eigenvalue of f if it is an eigenvalue of the
isometry f*: L?*(u;C) — L?(u; C). Thus ( is an eigenvalue of f is and only if there
exists a non-zero u € L?(y; C) such that

u(f(z)) = Cu(z), for almost every = € X.
Such a function w is called an eigenfunction corresponding to the eigenvalue (.
Here are some elementary properties.
LEMMA 22.5. Let f be a dynamical system on (X, A, n). Then:
(i) ¢ =1 is always an eigenvalue of f.

(ii) Every eigenvalue ¢ of f satisfies || = 1.



(iii) If f is ergodic then any eigenfunction with eigenvalue 1 is constant almost
everywhere.

Proof. The proof of (i) is immediate, since any non-zero constant function is an
eigenfunction with eigenvalue 1. To prove (ii) observe that since f* is an isometry
by Proposition 19.16, if u is an eigenfunction with eigenvalue ¢ then

ullz = 11 ()5 = (Cu, Cu) = [ [lull-

Thus [¢| = 1. Finally (iii) follows immediately from part (ii) of Proposition 19.17.
|

PROPOSITION 22.6. Let f be a measure-preserving transformation of a probability
space (X, o, ). If f is weakly mixing then the only eigenvalue of f is ( = 1.

Proof. Suppose for contradiction that there exists an eigenvalue ¢ # 1. Let u
denote an eigenfunction corresponding to ¢. Then

Jwa= [ r@an=¢ [ uan

by Proposition 19.16, and hence fX wdp = 0. Since f is weakly mixing, by Propo-
sition 22.3 one thus has

= .
7 2 () (), uh] = 0,
and hence -
=S¢ 0.

Since |¢| = 1, this implies that (u,u)) = 0, and hence v = 0 almost everywhere.
This contradicts u being an eigenfunction, and thus completes the proof. [ |

If we assume that f is invertible, then the converse to this result holds:

THEOREM 22.7. Let f be an invertible measure-preserving transformation of a
probability space (X, s, ). Then f is weakly mixing if and only if f is ergodic and
the only eigenvalue of f is ( = 1.

The proof of Theorem 22.7 uses tools from functional analysis, and therefore:

[ The rest of this lecture is non-examinable. ]

More precisely, we require the following version” of the Spectral Theorem.

2The Spectral Theorem is one of those results that you have probably seen proved in numerous
guises, starting in Linear Algebra. The version we use here is not remotely the most general one,
but it is formulated in a somewhat more advanced fashion than you may be used to.
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THEOREM 22.8 (Spectral Theorem for Unitary Operators). Let (H, (-,-)) be a com-
plex Hilbert space and L: H — H a bounded unitary operator. Then for each
u € H there exists a unique finite Borel measure v, on S* such that

(LFPu,u) = / 2~ du,, for all k € Z.
S1

If V denotes the closure of the linear span of all eigenvectors of L and u € V* then
the measure v, is atomless.

We now prove Theorem 22.7.

(&) Proof. We need only prove that if f is ergodic and the only eigenvalue of f is
1 then f is weakly mixing. Take u € L?(u; C). We must show that

=
2

i=0
If w is constant almost everywhere then (22.3) is immediate. Thus without loss of
generality we may assume that [ < udp = 0. Since f is reversible and measure-
preserving, by Proposition 19.16 the operator f*: L?*(u;C) — L?(u; C) is unitary,
and hence the Spectral Theorem is applicable.

Denote by v, the finite Borel measure on S! given to us via Theorem 22.8. Tt
thus suffices to show that

<<(f*)"(u),u>>—/xudu/xadu’ — 0. (22.3)

= A 2
- / z"dv,| — 0.
k —~ /s
For this we compute’:
k—1 2 k—1
1 , 1 :
— / Z'dv,| = — (/ Z'dv, / z ’dl/u)
k i—0 S1 k i—0 S1 S1
o) 142
@1 / / ()d(ve X 12)
k: i—0 Sl Sl

where (©) used Fubini’s Theorem. Let

k—1
1 )
or: St x ST =R, o(z,w) = Z 2w,
=0
so that the computation above shows that
= ‘ 2
- Z'dy,| = lim d(v, X 1,).
k’; /Sl k—o0 Slx gl Pk ( )

3In this computation z, and later, w, are elements of S*.
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To complete the proof we show that

klgrolo or(z,w) — 0, for v, x v, almost every (z,w), (22.4)
from which (22.3) follows by the Dominated Convergence Theorem 18.34. To show
(22.4), note first that if z # w then

1 — (zw)*
gOk(Z, 'LU) = m — 0
as k — oo.

This argument doesn’t work for z = w however, and this is where we finally need
to use the assumptions of the theorem (so far we have only used the fact that f is
reversible and measure-preserving). Since f is ergodic and 1 is the only eigenvalue
of f, the only eigenfunctions of f are the constants by part (iii) of Lemma 22.5.
Thus the assumption | + udp = 0 implies that u is orthogonal to all eigenfunctions
by (cf. (22.1)). This means that the measure v, is atomless by the last statement
of the Spectral Theorem . Therefore the measure of the diagonal {(z,z2) | z € S*}
(as a subset of S* x S') under v, x v, is zero. Thus (22.4) follows, and hence so
does (22.3). The proof is complete. [



LECTURE 23

Measures on Metric Spaces

In the last few lectures we started with a probability space (X, o, ), and then
looked at transformations f: X — X which preserve p. Over the next two lectures
we flip this on its head. Rather than starting with the measure 1 and then restrict-
ing attention to transformations f that preserve p, now we will start with f and
look for measures for which f is measure-preserving.

Such a paradigm shift is possible purely within the measure-theoretic world,
but it is maximally profitable if we begin in a topological setting. Indeed, suppose
we are given a topological dynamical system f on a compact metric space (X, d).
Let 98 denote the Borel sigma-algebra. Can we find a probability measure p on
(X, %) for which f becomes' measure-preserving? If we are successful in our quest
to find such a pu, the dynamical system f will then simultaneously be a topological
dynamical system and a measure-preserving dynamical system. The benefits of this
approach should be clear: we can then bring all the results from both topological
and measure-theoretic dynamics to bear when studying the dynamics of f.

In order to have effective methods to “find” measures for which our given topo-
logical dynamical system f is measure-preserving, we need to understand what
properties the space of all probability measures on the Borel sigma-algebra of X
has. For example, does it carry a topology? If so, is it compact? In fact, the answer
to both of these questions is yes: the space of all probability measures on the Borel
sigma-algebra of X is itself a compact metric space. We will prove this today.

Throughout our discussion of measures on metric spaces, we will always as-
sume that the underlying metric spaces are compact.

DEFINITION 23.1. Let X be a compact metric space, and let 98 denote the Borel
sigma-algebra on X. We denote by M(X) the space of all probability measures p
on (X,%).

We call elements of M(X) simply Borel probability measures on X (this saves
having to constantly explicitly label %). We will prove shortly that M (X) is itself
a compact metric space. One can think of M(X) as an “enlargement” of the space
X. Indeed, there is an obvious inclusion X < M(X) given by sending a point to
its corresponding Dirac measure (Example 18.22):

10 X — M(X), T 0. (23.1)
On Problem Sheet [ you will prove that—when M(X) is given its metric space

structure discussed in this lecture—the map (23.1) is an embedding (i.e. a homeo-
morphism onto its image). In general the map ¢ is not surjective; the space M (X)

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
Note that since f is continuous (by definition of a topological dynamical system), f is auto-
matically measurable with respect to any measure on (X, %) by Example 19.3.
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can be much larger than X. Nevertheless, in some ways the space M(X) is easier
to handle than X itself. For example:

LEMMA 23.2. The space M(X) is convex: given p,v € M(X) and ¢ € [0, 1], the
measure cpi + (1 — ¢)v belongs to M(X).

Here cpu + (1 — ¢)v is defined as you would guess:
(c+ (1 =c))(A) = cu(A)+ (1 — c)v(A), VAe®.

The proof of Lemma 23.2 is immediate. In contrast, note that for an arbitrary
metric space X, it does not make sense to form the “sum” x + y of two points, let
alone form convex combinations.

REMARK 23.3. The development of statistical mechanics from Hamiltonian me-
chanics essentially began with the idea that one could replace points by measures.
That is, instead of considering the “states” that a given system can be in to be
given by elements of some set X, one instead considers the states to be probabil-
ity measures on X. (Compare this to discussion at the beginning of Lecture 1).
This new viewpoint is more general, since as we have just observed, there are more
measures than points.

The proof that M(X) is itself a compact metric space requires some measure-
theoretic preliminaries.

PROPOSITION 23.4. Let p € M(X). Then for any set A € B and any € > 0
there exists an open set U and a closed set C' such that C' C A C U and such that
U\ C) <e.

Proof. Let us denote by & the collection of subsets A € 98 for which the stated
property holds. We claim that o is itself a sigma-algebra. Clearly X € «. Now
suppose A € 9. Let us show X \ A € of. Fix ¢ > 0 and choose U open and C
closed such that C' C A C U with u(U \ C') < e. Then

X\UCX\ACX\C
and
(X\NON\(XN\U)=U\C,

so that pu((X \ C)\ (X \U)) < e. Since X \ U is closed and X \ C is open, this
shows that X \ A € «.

Next we show that o is closed under countable unions. Suppose (Ag)keny C .
Set A :=J, Ak, and fix € > 0. For each k, we may choose

with .



Let U = U, Uy and C = |J, Cx. Then U is open but C' may not be closed.
Nevertheless, we may choose n > 1 such that C" := [ J,_, Cj is closed and such that
u(C\ C") <e/2. Then C" C AC U, and

pUNC) < pUN\C) + p(C\ )

To complete the proof is suffices to show that ¢f contains all the closed sets, since %
is the smallest sigma-algebra with this property (by definition) and o C % (again
by definition), whence o = %. To see this, let A be a closed set and fix ¢ > 0. In
this case we may take C' = A, so it suffices to find an open set U containing A such
that p(U \ A) < e. This is not so hard: set

Uy = {x € X | d(z, A) < 1}.

Then each Uy is open, with Uy C Uy. Since (o, Ux = A4, it follows that for k
large enough, we have (U \ A) < € (cf. the footnote from the proof of Proposition
19.9). This completes the proof. [ |

COROLLARY 23.5. For any pn € M(X) and any A € B, we have i(A) = sups pu(C),
where the supremum is taken over all closed sets C' C A, and similarly pu(A) =
infy; p(U), where the infimum is taken over all open sets U with A C U.

DEFINITION 23.6. We abbreviate C(X) := C°(X, C) for the space of all continuous
functions u: X — C. This is a complex vector space under pointwise addition and
scalar multiplication by constants. In fact, C(X) is a complex algebra, since we can
also multiple elements together pointwise. We endow C(X) with the supremum
norm

[ulloo = sup [u(z)].
rxeX
This makes (C(X), | - |l«) into a Banach algebra. It follows from the Stone-
Weierstrass Theorem that C(X) is separable.
PROPOSITION 23.7. Let p,v € M(X). If

/ udp = / udv, Vue C(X)

Proof. It suffices to show that ;(C) = v(C) for any closed set C' by Corollary 23.5.
Let C be a closed set and let € > 0. We may assume C' # X, as otherwise there is
nothing to prove. Then there is an open set U containing C' with u(U \ C) < & by
Proposition 23.4. Now define u: X — R by

d(z, X \U)
d(z, X \U) +d(z,C)

then = v.

u(x) = (23.2)

3
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This is well defined and continuous as the denominator in the second case can never
vanish. Since u is 0 on X \ U and 1 on C' and satisfies 0 < u(z) <1 for all x € X,

one has
v(C) S/udu
X

:/udu
X

< pu(U)
< u(C) +e.

Thus v(C) < u(C) + €. Since € > 0 was arbitrary, we see that v(C) < p(C). But
by symmetry one also has u(C') < v(C'). This completes the proof. ]

Denote by C(X)* the dual space of C(X). That is, C(X)* is the space of con-
tinuous linear functionals on C(X). This is another Banach space under the norm

|71l = sup {|Tu| | [Jullo < 1}.

DEFINITION 23.8. A continuous linear functional 7" € C(X)* is said to be positive
if Tu > 0 whenever u is real-valued and non-negative. A positive continuous linear
functional T is said to be normalised if T'(1x) = 1. We denote by T (X) C C(X)*
the space of positive normalised linear functionals.

The next statement is another foundational result in measure theory.

THEOREM 23.9 (Riesz Representation Theorem). Let X denote a compact metric
space. Then for each T € T (X) there exists a unique yn € M(X) such that

Tu:/ udp, Vu e C(X). (23.3)
b

We will merely give a brief sketch of the proof of Theorem 23.9, since filling in
all the details would take all lecture.

(&) Proof (sketch). Here is how to define p: given an open set U, set
p(U) = sup {Tu ‘ u: X — [0,1] continuous, with u|x\v = 0}.
Then for an arbitrary Borel set A, define
pu(A) =inf{p(U) | AC U, U open}

(note we have no choice here if p is to satisfy Corollary 23.5). Uniqueness of u
follows from Proposition 23.7. [ |

REMARK 23.10. Rather confusingly, there are two different results in functional
analysis and measure theory that are usually referred to as the “Riesz Represen-
tation Theorem”. These two results are not the same—their only relation is that
they were both proved by the Hungarian mathematician F. Riesz. One of these
results is Theorem 23.9 (which is not stated in anything like maximal generality).
The “other” Riesz Representation Theorem is rather more elementary. It states
that a complex Hilbert space H is isometrically (anti)-isomorphic to its dual space
H*.
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COROLLARY 23.11. The space T (X) is a closed convex subset of the unit ball’ in
C(X)*.

Proof. 1t is clear that 7 (X) is closed and convex. To prove that ||T]|. = 1, we use
Theorem 23.9. If p € M(X) satisfies (23.3) then for any u € C(X) we have

Tl =

/X udu] < Julloe - 1(X) = [l

This shows that ||T']|. < 1. Finally, since T(1y) = 1 we also have ||T||. > 1, and
thus ||T'||« = 1. This completes the proof. ]

DEFINITION 23.12. Let X be a compact metric space. The weak star topology
on C(X)* is defined by declaring that a sequence T}, converges to T" if and only if

Tyu — Tu, VueC(X).

It is customary to use the notation 7, — T to indicate that T} converges to T in
the weak star topology.

As the name suggests, the weak star topology is coarser than the norm topology.
This means that if |7, — T'||, — 0 then also T}, — T, but the converse need not be
true.

We now transfer this topology to M(X). By the Riesz Representation Theorem
there is a bijective map

T: M(X) = T(X), T(w) =T,

where

T, (u) ::/Xudu.

DEFINITION 23.13. Consider 7 (X) equipped with the weak star topology. We
define a topology on M(X) by declaring that T is a homeomorphism. This means
that a sequence (p) C M(X) converges to an element p € M(X) if and only if
the corresponding sequence 7 () converges to T (u) in T (X). More explicitly, pu
converges to pu if and only if

/ud,uk—>/ud,u, Vue C(X).
b be

This is called the weak star topology on M(X). We again use the notation
e — i to indicate that py converges to p in the weak star topology.

This is the smallest topology making the maps p + [, u du continuous for each
fixed u € C(X). A basis is given by the collection of sets of the form

/Uidu—/vidu
X X

2In functional analysis the “unit ball” is (by definition) the set of vectors of norm 1. This is
a somewhat unfortunate discrepancy with topological terminology (the unit “ball” is not a ball,
but rather a sphere!)

Nu(vr, .. vp;e) = {l/ € M(X) ‘

<€,V1§i§p}>




where € M(X), p>1,v; € C(X) and € > 0.

We will now prove that this topology is metrisable. For this first choose a
countable dense subset (wy) C C(X) (recall from Definition 23.6 that C(X) is
separable as X is compact).

PROPOSITION 23.14. The following is a metric on M(X) inducing the weak star
topology:

_ - W wedp = [y widv]
i) =2
k=1

This proof is non-examinable.

(&) Proof. We prove the result in three steps.

1. In this first step we prove that d, is a metric. The only non-trivial part is
to show that da(p, ) = 0 implies = v. By Proposition 23.7 it suffices to show
that

dm(p,v) =0 = /ud,u:/udy, VueC(X).
be be

Since (wy) is a dense sequence, we can pick a subsequence (wy, ) such that wy, — u
uniformly. Then by the Dominated Convergence Theorem 18.34 we have

/udu—/udv /wkndu—/wkndy
X b's X b's

< lim 2" {Jwy, [|oo dat (i, )
n—oo

= lim
n—0o0

=0.

2. In this second step, we show that for any u € C(X), the functional
L,: M(X) =R, L,(p) = / wdp = T,(u) (23.4)
X

is continuous with respect to dy. For this u € C(X) and £ > 0. As before we find
a subsequence (wy, ) C (wy) such that wy, converges to u uniformly. Thus there
exists m = m(e) such that for all n > m one has

|lu — wy, || < e. (23.5)

Fix an n > m and set
C = 2k”||wkn||oo.

Then we have

‘Lu<:u> - Lu(’/)l |Lu(,u> - kan (:u)| + ‘kan (N) - kan (V)’ + |Lu(V> - kan (V)|
lu = w, [loo 1(X) + 2% [willoo daa (. v) + lu = wy, [l v(X)

Cdp(p, v) + 2e.

IA N IA



3. In the final step we show that d, induces the weak star topology on M (X).
Given a basis set N, (v1, ..., vp;€), we observe that if I; denotes the interval

I, = (/ Uidu—s,/ Uidu+5)
X X

k

Nu(Ul, e ,Up;€) = mL;l(Il)

=1

then

The right-hand side is open in the topology generated by d, since the L, are d-
continuous by Step 2. Finally we show that for any u € M(X) and § > 0 there
exist a basis set N, (v1,. .., v,;€) such that

Nu(v1, ..., vp;8) C By(p, 0).

For this first choose p such that

2k 27
k=p+1

5 (<& 1 !
E = — _— .
2 (Z 2’“||wk\|oo>

k=1

and then set

Then taking v; = w; for 1 <17 < p, we have
Nu(wl, e ,wp; 6) Q BdM(,Uy 5)
This completes the proof. [ |

Right at the very end of the course (see Step 3 of the proof of Theorem 28.2)
we will need the following fact. Recall that for any subset A C X, the (topological)
boundary is 0A == A\ A°.

PROPOSITION 23.15. If py; — p then for any set A € 9B with u(0A) = 0 one has
pur(A) = p(A).

Proof. We will first show that if C' is a closed subset of X then lim supy, ux(C) <
u(C). Let U, = B(C,1/n) denote the open ball about C' of radius 1/n. Then
w(U,) — p(C). As in (23.2), choose u, € C(X) such that 0 < u,, < 1 and such
that u, =1 on C and u,, =0 on X \ U,. Then

lim sup px(C) < lim sup/ Uy, A
X

k—o0 k—o0

:/ Uy dt
X

< p(Uy)
and hence lim supy, (C) < p(C). Similarly if U is an open set then
lim sup (X \ U) < p(X\ U)
k

7



and hence
limkinf pe(U) > w(U).

Now if A € % has u(0A) = 0 then u(A°) = u(A) = u(A) and thus

lim sup p,(A) < lim sup pu (A)

k—o0 k—o0

< u(A)

= (A7)

< lilzn inf i (A°)
< liminf pz(A),

k—o0

which implies that lim p;(A) = u(A). This completes the proof. ]

REMARK 23.16. In fact, Proposition 23.15 is an “if and only if” statement. We
will not need the converse direction in this course, but it is good to know. So you
will no doubt be pleased to learn that this is on Problem Sheet K.

We are now ready to prove that M(X) is a compact metric space.
THEOREM 23.17. The space M(X) is compact in the weak star topology.

Theorem 23.17 follows immediately from the Banach-Alaoglu Theorem, which
states that the closed unit ball of the dual space of a topological vector space is
compact in the weak star topology. However we will give a direct proof.

Proof. Suppose (p) is a sequence in M(X). We will show it has a convergent
subsequence in three steps. To simplify the notation let us write T}, = T (ux), so

that
Tku:/ udfiy.
X

1. Let (w;) denote a dense subset of C(X). In this step we will show that, up to

passing to a subsequence, the sequence (Tpw;)ren of complex numbers is convergent
for any 1.
Firstly, the sequence of complex numbers (Tjwi)keny is bounded by |[|w||eo

and hence has a convergent subsequence, call it (Tk%wl)n N’ Then the sequence

(Tk}lwg)n N also has a convergent subsequence, call it (Tk% wg) In this way

} ) neN’ .
we obtain sequences (k¢ ),en such that (kit1),cy is a subsequence of (k!),en and

such that the sequence (Tkawi)n oy 1s convergent. Now we use the usual “diagonal”

argument trick: set k! = k. Then (Tk% w; )nen converges for every 7.

To keep the notation under control, we now relabel this subsequence simply by
k again. With this understood, we have shown that (Tjw;)reny converges for every
i. This completes Step 1.

2. In this step we show that for any u € C(X) the sequence (Tju)ren is
convergent. Indeed, fix u € C(X) and € > 0. Choose i such that ||u — w;|| < /4.

Since (Tkwi) ren converges it is Cauchy; thus there exists p = p(e) such that

‘mei—ani‘ < %, VYm,n > p.

8
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Then we estimate that for m,n > p one has

Tou— Tnu’ < ’Tmu — mei| + |mei — ani’ + |ani — Tnu’
< Tl v — willoo + g + T llelle — wil [

= = wille + 5+ = will
<€ 9 9

=127

:8’

where (©) used the fact that ||7,, ||« = ||Twm||« = 1 by Proposition 23.11. This shows
that (Tku) e 18 @ Cauchy sequence, and hence it converges.

3. We are ready to complete the proof. For a given u € C(X) define

Tu :=1limT,u.

Clearly T': C(X) — C is linear. Moreover |Tu| < ||ul|o since the same is true of
each Tj. Similarly Tu > 0 if u > 0 and T(1x) = 1. It thus follows from the
Riesz Representation Theorem 23.9 that Tu = [ « wdp for some p € M(X). By
definition of the weak star topology, px — p. This completes the proof. [ |

For the rest of the course, the space M(X) should always be understood to be
carry the weak star topology, even if this is not explicitly stated.



LECTURE 24

Finding Invariant Measures

We begin the programme outlined at the beginning of the previous lecture and look
for measures which a given topological dynamical system preserves.

DEFINITION 24.1. Let f: X — X denote a topological dynamical system on a
compact metric space. Let M(f) C M(X) denote those Borel probability measures
p for which f is measure-preserving. We call an element p € M(f) an invariant
measure for f.

Thus if p € M(f) then f is a measure-preserving dynamical system on the
probability space (X,%, ). Our first task at hand is to show that M(f) is non-
empty. To do this we will show that f induces a map f.: M(X) — M(X) with
the property that p is an invariant measure for f if and only if p is a fixed point
of f,. The existence of such a fixed point will then be an application of a classical
fixed point theorem.

DEFINITION 24.2. Let f: X — X denote a dynamical system. We denote by
fer M(X) = M(X)
the map given by
p fup,  where  fup(A) = pu(fTrA),  VAeB.

This is well defined (i.e. f.u is a measure) thanks to Example 19.3. Tt is
immediate from the definition that p is invariant if and only if f.u = pu. Moreover
if1: X — M(X) denotes the embedding from (23.1) (the fact that 2 is an embedding
is Problem 1..1), it is clear that the following diagram commutes:

X s X

M(X) ——— M(X)

Thus following result is a generalisation of Proposition 19.16, and can be proved in
exactly the same way. The pleasing visual appearance of (24.1) is the reason why
we chose the f* and f, notation.

PROPOSITION 24.3. Let f: X — X denote a topological dynamical system on a
compact metric space. Then for any u € M(X) and any measurable u, one has

| rwde= [ i) (24.1)

where one side doesn’t exist or is infinite if and only if the other is.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Proof. As usual, it suffices to deal with real-valued u. If u is the indicator function
14 of a measurable set A then both sides are equal to u(f~'A). Then by linearity,
the result holds for simple functions. Then as in Proposition 19.16, if u is a non-
negative measurable function and (vy) a sequence of simple functions increasing to
u then (f*(vg)) is a sequence of simple functions increasing to f*(u). Then

[ rwde=tin [ p )
= lim /X vk d( fipt)

= [ it

Finally the general case is proved by considering the positive and negative parts of
u. This completes the proof. [ |

COROLLARY 24.4. Let f: X — X denote a topological dynamical system. Then
pu € M(f) if and only if

/Xudp:/xud(f*u), VueC(X).

The only content of this statement is the fact that it suffices to check that the
equality holds for all continuous u rather than all measurable u in order to conclude

p € M(f).

Proof. If p € M(f) then the claim holds by Proposition 19.16 and Proposition
24.3, and the converse follows from Proposition 23.7. [

PROPOSITION 24.5. Let f: X — X denote a dynamical system. Then f,: M(X) —
M(X) is a continuous affine map.

Proof. If uy — p and u € C(X) then

[t = [ 5w du
= /X £ () dy

~ [ wdtta)

by Proposition 24.3 and the definition of the weak star topology. Since u was
arbitrary it thus follows that f.ur. — f.u, again by definition of the weak star
topology.

To show f, is affine, simply note that if u, v € M(X) and ¢ € [0, 1] then for any
A € %, one has

fulep+ (1= cv)(A) = ep(f7HA) + (1 = u(f14)
=cfup(A)+ (1 =) fiv(A).

Since A was arbitrary one has f,(cu+ (1 —c)v) = cfup+ (1 —c) fov. This completes
the proof. [ |



We are now ready to prove that M(f) is non-empty. The proof that follows
is needlessly wordy—this is because we are trying to avoid quoting any theorems
from functional analysis.

THEOREM 24.6 (Markov-Kakutani Fixed Point Theorem). Let K be a compact
convex subset of a Banach space E. Let g: K — K be a continuous affine map.
Then g has a fixed point in K.

Proof. We show that the following recipe always produces a fixed point of g:

e Let (z5) denote any sequence in K. Define a new sequence

> g'en)

| =

Yk =

Note that y, € K since K is convex.
e Since K is compact, we may assume that y, — y for some point y € K.
e Then we claim that y is a fixed point of g.

To show this, let E* denote the dual of E, equipped with its dual norm || - ||,
and let S C E* denote any subset of £* that separates the points of K in the sense
that if z, w € K then

s(z) = s(w), VselS = Z=w.

Such a set S always exists—for example, one could take S = E* by the Hahn-
Banach Theorem. In the case of interest for us, however, we will explicitly construct
such an S, and so the Hahn-Banach Theorem is not needed.

Now let s € S be arbitrary. We will show that

whence it follows that g(y) = y as claimed. Set

c:=supl||z|.
ze€K

Note ¢ < 0o as K is compact. Then we compute

1

|s(g(ur)) — s(uk)| = E’S(gk<xk)) — s(wy)| < QCH]:H*,

since the sum telescopes. Letting k — oo shows that s(g(y)) = s(y) as required. ®

COROLLARY 24.7. Let f: X — X be a topological dynamical system on a compact
metric space X. Then the space M(f) of invariant measures for f is non-empty.

Proof. Take E = C(X)*, and identify M(X) with the compact convex set 7 (X) C
C(X)* via the Riesz Representation Theorem. We take'

S={L,|uelC(X)},

Note in this case S is not equal to E*, since C(X) is not reflexive as a Banach space (unless
X is a finite set).
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where L, is defined as in (23.4):
L,: M(X) = C, Lu(p) = / udp.
X

Proposition 23.7 tells us that S separates points of M(X). Thus Theorem 24.6 tells

us that f, has a fixed point. In fact, if u € M(X) is any Borel probability measure

then the recipe from the proof of Theorem 24.6 tells us that any limit point of the
Ikl g o

sequence ju, i= 3 > ,_o fip will be an invariant measure for f. [ |

REMARK 24.8. We remind you that merely proving that M(f) is non-empty may
be of little practical use. Recall from Remark 19.19 that if = € fix(f) then the Dirac
measure 0, belongs to M(f). Studying the dynamical system f on the probability
space (X, %, J,) is pointless—the only information we could gleam from its measure-
theoretic properties is that x is a fixed point of f, which we already know.

(%) REMARK 24.9. The Markov-Kakutani Theorem is valid in more general situ-
ations than was stated in Theorem 24.6. Namely, instead of asking for E to be a
Banach space, it is sufficient to ask that E is a locally convex topological vector
space.

Moreover the assumption that ¢ is affine in Theorem 24.6 can actually be
dropped entirely, although this requires quoting a more advanced fixed point the-
orem, called the Schauder Fixed Point Theorem. This states that any (not nec-
essarily affine) continuous self-map on a compact convex subset of a Hausdorff
topological vector space has a fixed point.

Now that we know M(f) is non-empty, we can also prove it is compact.

LEMMA 24.10. Let f be a topological dynamical system on a compact metric space.
Then the space M(f) is a non-empty closed compact convex subset of M(X).

Proof. We already know that M(f) is non-empty, and convexity is obvious. Sup-
pose (ug) C M(f) with g, — p € M(X). Then for any u € C(X), one has

[t = [ s
~ Jim /X 1 () dp

k—oo

= lim [ wd(fepr)
b

k—o0

= lim u d iy
k—oo [x

=/uw,
X

from which it follows from Corollary 24.4 that p belongs to M(f). Thus M(f) is
closed, and hence compact. This completes the proof. [ |

DEFINITION 24.11. Let us write £(f) € M(f) for the set of ergodic measures
for f. Here by a slight abuse of language we say that a measure p is an ergodic
measure for f if f is an ergodic measure-preserving dynamical system on (X, %, ).

4
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It turns out it is easy to characterise the elements of E(f).

DEFINITION 24.12. Let K be a non-empty convex subset of a Banach space E. A
point z € K is said to be an extremal point of K if writing x = cy + (1 — ¢)z for
0<c<1andy,z € K implies that y = 2.

REMARK 24.13. In finite dimensions, it is geometrically obvious that such extremal
points exist. In infinite dimensions this is still true, but it is much harder to prove.
The Krein-Milman Theorem from functional analysis tells us that if K is any non-
empty compact convex subset of a Banach space” E then K is the convex hull of
its extremal points, and thus in particular such extremal points exist. As with the
other statements in this lecture, however, we will refrain from unnecessarily quoting
difficult theorems from functional analysis, and give a direct proof for this fact that
works for the case in hand.

THEOREM 24.14. Let f be a topological dynamical system on a compact metric
space. Then

(i) The extremal points of M(f) are precisely the ergodic measures, i.e. the

elements of E(f).
(i) Such extremal points exist: E(f) # (.
(iii) Given pu,v € E(f), either p = v or u L v (i.e. p and v are mutually singular).

Proof. We begin by proving (i). Suppose p € M(f) is not ergodic. This means
there exists A € B with 0 < u(A) < 1 such that f~'A = A. Given such an A, we
can define two new measures p; and o by

_#B0A _ #BO(X\ )
M= T T

By construction both p; and us belong to M(f), and we have

VB ed.

p=p(A)p + (1 — p(A))pe.

Since obviously g1 # po, this proves p is not an extremal point of M(f).
Now suppose p € E(f), and suppose we are given 0 < ¢ < 1 and pq, o € M(f)
with
p=cpr+ (1= c)po.

We must show that p = p; = ps. Clearly p; < p (ie. py is absolutely continuous
with respect to i), and hence the Radon-Nikodym derivative % exists (cf. Defini-
tion 18.37). Recall % € L'(u) is a non-negative function with [, ‘fi—‘:j dp =1 such

that p
M(A):/ﬂdu, VAe®B.
A dp

2Actually it is enough to ask that E is a locally convex topological vector space.
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Since yu; is invariant, for any A € % we have

d
= (A)

A dp
= m(fA)

din
/flA d,u
L d
L ()
A M

Since A was arbitrary, this implies that f*(M) = 9 Gipilarly the Radon-

du dp
Nikodym derivative ‘Z—‘f exists and has integral 1. Suppose for contradiction that
(1 # po. Then % Cii—*/f. If dd% was constant p-almost everywhere then the
identity
diy dpiz
c— + (1 —¢)— =1y,

shows that Cil—‘:f is also constant p-almost everywhere. Since they both have total

integral 1, this constant must be 1, and this contradicts %"—1. This shows that id% is
an f*-invariant function which is not constant u-almost everywhere. By Proposition
19.17 this implies that p is not ergodic. This completes the proof of (i).

We next prove (iii), since this is a similar argument to the proof of (i). Given
w, v € E(f) we use the Lebesgue Decomposition Theorem 18.42 to uniquely write

p=cp + (1 —c)us, where L v, p Lo

But then also

and moreover f,(u1) < fio(v) and fi(u2) L fi(v). The uniqueness part of the
Lebesgue Decomposition Theorem thus implies that f.(u1) = p1 and fi(pe) = po.
Thus pq, 2 € M(f) with g = ey + (1 — ¢)po. By part (i) we know that p is
necessarily an extremal point of M(f), which implies that either ¢ = 0 or ¢ = 1
(since clearly py # ps). If ¢ = 0 we are done. If ¢ = 1 then p < v, and the same
argument as in (i) shows that ‘;—‘VL = 1 almost everywhere, whence y = v. This
proves (iii).

Finally we prove (ii). Let (wy)zen denote a countable dense subset of C°(X;R) C
C(X). Consider the map

M(f) = R, ur—>/w1du.
X

Since this map is continuous (by definition of the weak-star topology) and M(f)
is compact, there exists at least one measure v such that

/wldz/— sup /wldﬂ-
X HEM(f) J X

Thus the set

My = I/E./\/l(f)’/wldu: sup /wldu
D¢ peEM(f) JX



is a non-empty set, which is also closed and compact. We now inductively define
new non-empty compact subsets M, for k > 2 by setting

/wkdl/: sup /wkdp .
X HEME_1 J X

This defines a nested sequence M; 2O My O Msj... of subsets of M(f). By
compactness (Proposition 2.18) the space

M, = {V € M_q

./\/loo = ﬁ Mk
k=1

is non-empty. Now suppose jio, € M. We claim that p. is an extremal point of
M(f). Indeed, suppose fin, = cv1 + (1 — ¢)vy for vy, € M(f) and 0 < ¢ < 1.
Since (wy,) is dense in C°(X;R), as in the proof of Proposition 23.14 or Theorem
23.17, it suffices to show that that

/ wy, dvy = / wy, dva, for all £k > 1. (24.2)
X X

For this first consider w;. By assumption we have

/wlduoo:c/ wldV1+(1—C)/w1dV2.
X X X

Thus in particular we have

/wld,uoogmax{/ wldul,/wldl/g}
X X X

But since jio, € My € My, we have

/wld,uoo: sup /wld,u.
X peEM(f) J X

/wldulz/wldyg,
X X

and moreover that vy, 5 both belong to M; C M(f). Now we repeat this with

wy: we have
/U)Qd/JJOO:C/ wgdl/l‘i‘(l—C)/UJle/g,
X X X

and thus in particular we have

/wgd,uooﬁmax{/ U}QdVl,/del/g}.
X X X

But since 1o € My € Msy, we have

/wgduooz sup / wa d .
X pnEM1 J X

7

This implies that



This implies that

/wgdulz/wgdyg,
X X

and moreover that v, v, both belong to My C M. Arguing inductively, the same
argument shows for each k > 2, [ wydiy = [, wpdyy and vy,v5 € M;,. This
establishes (24.2), and thus completes the proof. ]

Recall that we can think of M(X) as an enlargement of X via the topological
embedding +: X — M(X) from (23.1). Moreover as we have already remarked,

u(fix(f)) € M(f).

But what about per(f)? If x € per(f) is a periodic point that is not a fixed point
then 6, = 1(z) will not belong to M(f). However it is easy to see how to rectify
this.

DEFINITION 24.15. Let x € X and p > 1. Define a measure

12
@x,p = - Z 5]”“(:(3)
p k=0

If fP(z) = x then we call p,, the periodic orbit measure associated to the
periodic point x and the period p.

LEMMA 24.16. Let f be a topological dynamical system on a compact metric space.
Let p e N and x € X. Then

fPley=z o pap € M(f).

Proof. It is obvious that if fP(z) = x then g, , is invariant. For the converse we
apply Corollary 24.4 with p = . ,. This tells us that if p,, € M(f) then

%Zuu’f“(x)) - }9 u(f(2),  VueclX),

which is equivalent to saying that
u(fP(z)) =u(z),  VueCl(X).

If fP(x) # x then there exists’ a continuous function u such that u(f?(x)) # u(z).
This completes the proof. [ |

On Problem Sheet L. you will upgrade Lemma 24.16 in two ways. Firstly, you
will prove:

LEMMA 24.17. Let f be a topological dynamical system on a compact metric space.
Let p € N and x € X. Suppose fP(x) = x. Then the invariant measure g, is
ergodic.

3See (23.2). This result is known as Urysohn’s Lemma.

8


https://en.wikipedia.org/wiki/Urysohn's_lemma

A purely atomic measure p € M(X) is necessarily of the form

oo
h=Y e
k=1
where z;, € X and ¢, > 0 are real numbers satisfying > ;- ¢, = 1. The next result

is again on Problem Sheet [..

PROPOSITION 24.18. Let f be a topological dynamical system on a compact metric
space.

(i) Suppose € M(f) is a purely atomic measure. Then p is a (possibly count-
ably infinite) convex combination of periodic orbit measures.

(ii) Suppose p € E(f) is a purely atomic measure. Then p is a periodic orbit
measure.



LECTURE 25

Unique Ergodicity

We have seen that a topological dynamical system on a compact metric space always
admits at least one invariant measure. In this lecture we investigate the case where
there is exactly one invariant measure.

DEFINITION 25.1. A topological dynamical system f: X — X on a compact metric
space is called uniquely ergodic if there is precisely one invariant measure.

The reason for the name is explained by the following simple lemma.

LEMMA 25.2. Let f: X — X be a topological dynamical system on a compact
metric space. Then f is uniquely ergodic if and only if £(f) consists of exactly one
point.

Proof. If M(f) consists of exactly one point then this point is necessarily an ex-
tremal point, and thus by Theorem 24.14 it is ergodic. Conversely if #M(f) > 2
then by convexity it has at least two extremal points', and thus also #£(f) > 2. =

Irrational circle rotations are uniquely ergodic.

LEMMA 25.3. A rotation py: S* — S is uniquely ergodic if and only if 6 is irra-
tional. When 0 is irrational, the unique ergodic measure is the Lebesgue measure.

Proof. If 6 is rational, say 6 = § then every point is periodic, and by Lemma 24.17
these give rise to many ergodic measures for pg. Now suppose 6 is irrational. Then
by Problem J.2 the Lebesgue measure A is ergodic. It remains therefore to show
that this is the unique ergodic measure.

Suppose u € M(pp) is an arbitrary invariant measure. Let pg denote another
circle rotation. We will show that p also belongs to M(pg). To see this, first fix a
point 2z, € S'. By Lemma 1.10 there exists a sequence k,, — oo such that

Jim Py (20) = pp(=0). (25.1)

Since both sides are rotations, (25.1) actually holds for all z € S*. Now fix u €
C(S1). Then by the Dominated Convergence Theorem 18.34 and Proposition 24.3
we have

/S ps(w)dp = Tim [ (p5r)" () dp

n—o0 S1

= lim wd((py") <)

n—oo S1

= / wdp,
Sl

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.

!This follows from the Krein-Milman Theorem, which tells us that M(f) is the convex hull
of its extremal points. Alternatively one can argue directly as in the proof of part (ii) of Theorem
24.14.
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since p € M(pg). But now since Corollary 24.4 was an “if and only if” statement
and u was arbitrary, it follows that © € M(pg).

Thus we have shown that if € is irrational and p € M(pg) then p is an invariant
measure for every circle rotation. Put differently, we have shown that pu is a trans-
lation invariant measure on S'. But now we are done, for the Lebesgue measure is
the unique translation invariant measure on S* (cf. Remark 18.19). This completes
the proof. [ |

REMARK 25.4. On Problem Sheet M you will improve Lemma 25.3 to show that
any reversible topological dynamical system on S* with irrational rotation number
is uniquely ergodic.

The goal for the rest of this lecture is to improve the Birkhoff Ergodic Theorem
20.2 and Corollary 20.3. We first prove a minor improvement that is valid for any
topological dynamical system f on a compact metric space and any p € E(f). We
then present a substantial improvement that is valid under the additional assump-
tion of unique ergodicity.

This will require several preliminary results. Firstly, we now modify the state-
ment of Propositions 22.1, 22.2 and 22.3, and Problem K.3 to take advantage of
the fact that we are not on a topological space.

NOTATION. In this lecture we will not use the (-, -)) notation, and will instead write
the integral out in full. This is for two reasons:

e We prefer to reserve the notation (-,-)) for the inner product that makes
L*(u; C) into a complex Hilbert space. In this lecture we will usually not be
working with L?(u; C).

e The complex conjugate in the second factor is unnecessary for our purposes
today.

With this in mind, recall for instance that in Proposition 22.2 we proved that
f is ergodic if and only if for all u,v € L*(u), one has

kh_}rgo Z/ w)vdp = /ud,u/

Here is convenient to change where v and v lie:

PrROPOSITION 25.5. Let f: X — X denote a topological dynamical system on a
compact metric space, and let yu € M(f). Then:

(i) f is ergodic if and only if for all u € C(X) and v € L*(p), one has

klg]élol{:Z/ w)vdp = /udu/ vdp. (25.2)



(ii) f is weakly mixing with respect” to y if and only if there exists a set K C
{0,1,2,...} of density zero such that for allu € C(X) and v € L*(u) one has

i
klgérlr% X(f u)vdp = /udu/vd,u

(iii) f is mixing with respect to p if and only if for all u € C(X) and v € L'(u)
one has

lim (f*)k(u)vd,u:/Xud,u/deu.

k—o0 X

For all three cases, the idea is to insist on additional regularity for u (continuous
instead of merely L?) and at the same time require less regularity from v (L! instead
of L?).

Proof. Let us give a complete proof for (i). Suppose the stated convergence con-
dition holds, and let @,o € L*(u). Then in particular © € L'(u), and hence for all
u € C(X), one has

JLIEOkZ/ w) vdp = /udu/ vdp. (25.3)

Now we use the fact that any L? function can be approximated by continuous
functions. Fix € > 0 and choose uy € C(X) such that

By (25.3) there exists n € N such that for all £ > n, one has

kZ/ “ug) O dp — /uod,u/ vdu

Then for k£ > n we estimate:

kZ/ W) vdp — /ﬂdu/Xﬁdu

< /3 Z| (= o)l

kZ/ “(ug) 0 dp — /uodp/f)

/17 ‘

< E.

uo du v dp — u du

< 2€||v |2 + ¢,

2The phrase “weakly mixing with respect to p” should naturally be interpreted as weakly
mixing in the measure-theoretic sense (and similarly for mixing). If we wish to refer to the topo-
logical definitions we will explicitly call them “topologically weakly mixing” and “topologically
mixing”.



where the last line used (25.4) and Proposition 19.16. Since € was arbitrary it

follows that
,}EasokZ/ Dodu= [ ads | od

Then since @ and v were arbitrary, Proposition 22.2 implies that f is ergodic.
Conversely, suppose that f is ergodic. Let u € C(X). Then automatically
u € L*(u1), and hence by Proposition 22.2 for any ¢ € L?(u) one has

]}LrgokZ/ w)vdp = /udu/ v d.

If v € L'(u) then we can choose (9,) € L?(u) such that @, — v in L'(x). Then
arguing as above we see that

]}L@OkZ/ w)vdp = /ud,u/ vdpu.

This completes the proof of (i). The proofs of (ii) and (iii) are similar, and use
Problem K.3 and Proposition 22.1 instead of Proposition 22.2. Note that in (ii)
the hypotheses of Problem K.3 are applicable as every compact metric space is
separable (cf. Example 18.44). ]

We can now prove the following new characterisation:

PROPOSITION 25.6. Let f: X — X be a topological dynamical system on a com-
pact metric space X, and let i € M(f). Then:

(i) f is ergodic with respect to p if and only if for all v € M(X) such that v < p
one has

Ed
—_

fiv—p.

| =

Il
o

i

(i) f is weakly mixing with respect to p if and only if there exists a set K C
0,1,2,...} of density zero such that for all v € M(X) such that v < u one
{ ) ) ) y ILL
has

k N\

fiv e

(iii) f is mixing with respect to p if and only if for all v € M(X) such that v < pu
one has

fiv = .

Proof. Again, we will prove (i) only. Suppose p € E(f) and suppose v € M(X)



satisfies v < p. If u € C(X) then we compute

/ d@ f1V> s ,12 | ywa

—~

=0 =0
k—1
© 1 dv
= V' (u) —d
P [ g
25.2 d
—>)/ud,u —ydu
X x dp

= /udu,
X

where (O) used Proposition 24.3 and (<}) used the Radon-Nikodym Theorem 18.36.
Note that it is crucial here that we first established Proposition 25.5, since the
Radon-Nikodym derivative g—: typically only belongs to L'(u) and not L*(u). Since
u was arbitrary, it follows from the definition of the weak-star topology that
LS fiv — .

Conversely, suppose the stated condition holds. Let v € C(X) and v € L' ().
We will show that (25.2) holds. First assume that v > 0. Abbreviate

a = /X vdp. (25.5)

If @ =0 then v = 0 almost everywhere, and (25.2) readily follows. If a > 0, define
a measure v € M(X) by setting

v(A) = 1/Avdu.

a
Then v < p and

d 1
# = —v. (25.6)
By assumption
=
Z Zfiy — L. (25.7)
=0

We now argue as above, only backwards:

1 4 25.6 ood
3 [y @ean 2 [y
=0

1=0
(Z)—ﬂ) a/ wdp
X
(213)/1)du wdp
X X



This proves (25.2) in the case where v > 0. If v is real-valued, then we can apply
the above reasoning to the positive and negative parts, and finally if v is complex
valued, we can apply the above to the real and imaginary parts. It thus follows
from part (i) of Proposition 25.5 that u € E(f).

Finally, the proofs of (ii) and (iii) are similar, and use parts (ii) and (iii) of
Proposition 25.5 instead. The details are left to the interested reader. [ |

We now improve prove a minor enhancement of the Birkhoff Ergodic Theorem
(Corollary 20.3) to the setting of topological dynamical systems on compact metric
spaces. Let p € £(f) and suppose u € C(X). Recall we denote by

k—
i) = Jim Z (@)

the time average of u, which exists (and is constant) u-almost everywhere.

PROPOSITION 25.7. Let f: X — X be a topological dynamical system on a com-
pact metric space. If p € E(f) then there exists a measurable set Y with u(Y) =1
such that

u(x) —/ wdj, for all x € Y and for all u € C(X).
X

The reason the Proposition 25.7 is stronger than Corollary 20.3 is that the set
Y does not depend on u.

Proof. Choose a countable dense subset (wy,) of C(X). By Corollary 20.3, for each
k there exists a measurable set Y, C X with p(Yy) = 1 such that

Wi(x) = / wy, dp, for all x € Y.
b

Now put

Y = ﬁYk
k=1

Then p(Y) =1 and
Wi (z) = / wy dp, for all x € Y and for each k € N.
X
The result now follows by approximating an arbitrary u € C(X) by members of the
(wg). This completes the proof. ]

This allows us to prove the following result.

PROPOSITION 25.8. Let f: X — X be a topological dynamical system on a com-
pact metric space and € M(f). Then p € E(f) if and only if

o
—

Oi(@) — M, for p-almost every x € X.

| =

S
Il
o



Proof. If u € E(f) then Proposition 25.7 tells us that %Zf;ol Ofi(my — p for all
xz € Y. Conversely, suppose there exists a measurable set Y C X with pu(Y) =1
such that ¢ Zf;ol dfi(z) — pfor all x € Y. Then for all z € Y and for all u € C(X),

one has
u(z) = / (n
X

Thus if r € Y, v € C(X) and v € L'(11) then

??‘

-1

1 i
% u(f'(z))v(r) — v(x)/ wdj.

X

I§
o

7

Thus by the Dominated Convergence Theorem 18.34, the conclusion of part (i) of
Proposition 25.5 is satisfied, and hence p is ergodic. This completes the proof. =

As promised, we now further improve the Birkhoff Ergodic Theorem in the
uniquely ergodic case.

THEOREM 25.9. Let f be a topological dynamical system on a compact metric
space. Then the following are equivalent:

(i) f is uniquely ergodic.
(i) For every u € C(X), ¢ S u(fi(x)) converges uniformly to a constant.
(iii) For every u € C(X), ¢ SO ~, u(f(x)) converges pointwise to a constant.

(iv) There exists pn € M(f) such that for all uw € C(X) and for all x € X one has

x)) — /Xudﬂ.

Note that important part in (iv) is that the conclusion holds for all z € X (and
not just almost all). In other words, time average = space average everywhere.

] =
M”

=0

Proof. Clearly (ii) implies (iii). Let us first prove that (iii) implies (iv). For this
we define a map T': C(X) — C by

Tu = lim lz (fi(z)).

Then T is a bounded (and hence continuous) linear operator which satisfies 71 x =
1 and u > 0 implies T'u > 0. Thus by the Riesz Representation Theorem 23.9,
there exist u € M(X) such that
Tu = / w djs.
X

Since clearly T'(f*(u)) = T'u, the measure p belongs to M(f) by Proposition 24.3
and Corollary 24.4. This proves (iv).



Now let us prove that (iv) implies (i). Suppose that v € M(f). Let u € C(X)
and set a = [, udu. By assumption L 3% Su(f(x)) — a for all z € X, and
thus in particular it also converges for v-almost all x € X. Therefore by Birkhoff
Ergodic Theorem 20.2 applied to the invariant measure v, we have

/uduzaz/ud,u.
X b'e

Since u was arbitrary we then have y = v by Proposition 23.7. Thus f is uniquely
ergodic.

F inally let us prove that (i) implies (ii). First note that for a given v € C(X),
if + Zl o v(f(x)) converges uniformly to a constant, then this constant must be
Ix vd,u Thus if (ii) does not hold then there exists v € C(X) and € > 0 such that
for all n > 1 there exists k£ > n and z; € X such that

k—
1 .
- f(x —/ vdp| > €.
F e -
Now set o .
1 «— 1
M ::E Ofi(ay) _Ez
=0 i=0
Then for each k one has
/vduk—/vdu > €.
X X

Now observe from the recipe from the proof’ of the Markov-Kakutani Fixed Point
Theorem 24.6 that the sequence (y) has a convergent subsequence, which moreover
converges to an element pi, of M(f). But then

/vd,uoo—/vdu
X X

Thus pee # p, which contradicts f being uniquely ergodic. This completes the
proof. [ |

> €.

3This is where it is important that the recipe from the proof of Theorem 24.6 allowed us to
start with an arbitrary sequence of points. In this case the sequence is 6, .



LECTURE 26

Partitions and the Rokhlin Metric

In this lecture we introduce a “measure-theoretic” version of entropy. In this lecture
we go back to working on an arbitrary probability space (X, o, p). This entire
discussion should be contrasted with the similar notions introduced in Lecture 10
for open covers.

DEFINITION 26.1. Let % = %2 (X, o, ) denote the space of all (equivalence classes
of) finite measurable partitions (which we will henceforth simply call “partition”)
of (X, o, ). Thus elements of & are (equivalence classes) of finite tuples

fz{Cl,...,Cp}

where each set C} € ¢ is a measurable set, and
p
pw(C;NnC;) =0 ifi#j, and u(X\UCk> = 0.
k=1

The equivalence relation in question is the following: two partitions £ and 7 are
equivalent if for all C' € € with p(C) > 0 there exists D € nsuch that u(C' A D) =0,
and conversely. In other words, £ and 7 are equivalent if there exists a set A of
measure zero such that the restrictions of £ and n to X \ A coincide.

Like all good mathematicians however, for the remainder of this section we
will suppress the equivalence classes and just think of elements of % as genuine
partitions (a bit like we do with the LP spaces of integrable functions). If f is a
dynamical system' on (X, o, i) then given £ € & there is a well-defined pull-back
partition given by

[e={r'ciceg.

DEFINITION 26.2. Given two partitions £ and 7, we say that 7 is a refinement of
&, or equivalently, that £ is subordinate to 7, and write £ < 7 if for all D € n
there exists C' € & such that D C C.

LEMMA 26.3. The operation = defines a partial order on % .

Proof. If £ < pand n < £ then £ = 7 (recall we are really working with equivalence
classes). The other properties are clear. [ |

DEFINITION 26.4. Given two partitions £ and 7, we define their join, written £ V1,
to be the partition
Evn={CND|Ce¢ Den}.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
IThis lecture we are exclusively working in the measure-theoretic world, so there is no danger of
ambiguitiy in just writing “dynamical system” to mean “measure-preserving dynamical system”.
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Note that ¢ < ¢Vn for any 7. The next lemma is immediate from the definitions
(compare to Lemma 10.12).

LEMMA 26.5. Let f be a dynamical system on (X, 4, 1), and suppose £,m € 2P.
Then

FHEvn) =1V ), (26.1)
and

Exn = [THO= ). (26.2)

DEFINITION 26.6. We say that two partitions £ and 7 are independent if ;(C' N
D) = pu(C) - uw(D) for all C' € £ and D € n.

By convention we will say that 0log0 = 0 in the following. We now define the
entropy of a partition.

DEFINITION 26.7. Let £ = {C},...,C,} denote a partition. The entropy of ¢,
written H() is the non-negative real number

H(S) = — ZM(Q) log p(C5).

The next lemma is immediate from the definition.

LEMMA 26.8. Let f be a dynamical system on a probability space (X, s, ). Then

H(f 7€) =H(), VEeP.

DEFINITION 26.9. Given two partitions £ = {C4,...,C,}, and n = {Dy,..., D,},
we define the conditional entropy of £ with respect to 7, written H(¢|n), by

q P
w(C;N D) p(CiND;)
H(&|n) = — w(D; log .
(€ln) ]Zl (Dy) zzl 1(D;) 1(D;)
Here we assumed that p(D;) > 0 for each j, which is harmless since we are working
with equivalence classes.

MOTIVATING THE DEFINITION OF ENTROPY: We will now attempt to moti-
vate these definitions. Suppose we are performing an “experiment” on our system
(X, ). The possible outcomes of this experiment are determined by a partition
¢ = {Cy,...,C,}, and the probability of C; happening is given by p(C;). Let us
pretend for a while that we haven’t yet come up with Definitions 26.7 and 26.9 and
attempt to “guess” how to define the entropy.

Indeed, the entropy H(&) is intended to measure the amount of “uncertainty”
we have when we made the experiment. It is reasonable to assume that H(§) should
depend only on the numbers {u(Cy), ..., u(Cy)}. So let us write

°

H(é) = (I)(:u(cl)> ce MU(CP))a

where ® is a function to be discovered.



Suppose moreover that we have two experiments { = {C,...,C,} and n =
{Dy,...,D,}. The conditional entropy H(|n) is intended to measure the uncer-
tainty about the outcome of £ under the assumption that we already know what
happened when we did 7.

If we know that D; happened then the probability of C; happening is given by
#(CiND;)
“uDy)
is given by

, and thus the uncertainty about the outcome of { given that D; happened

& (M(Cl nD;) pC:nDy)  pGN Dj)) '
pwDy) T ou(Dy) T (D)
This means that uncertainty about &, given that we know the outcome of 7, should
be given by the number

must be - p(CrNDy) p(Cy N Dy) 1(Cy N Dj)
i "3 o (ST S M

j=1

) . (26.3)

It turns out that if we make a couple more “reasonable” assumptions then we
essentially have no choice about the definition of ®.

THEOREM 26.10 (Khinchin’s Theorem). Let A, C R? denote the simplex

p
=1

Let A = U;il A,, and suppose ®: A — R is a function such that

A, = {(xl,...,xp)

(i) ®(z1,...2p) >0, and ®(z4,...,x,) = 0 if and only if some z; = 1.
(i) ®(xy,...,2p,0) = P(x1,...,2,).
(iii) For each p > 1, ®|a, is continuous and symmetric.

(iv) For each p > 1, ®|, has its largest value at (1/p,...,1/p).

(v) IfH is defined from ® via (26.3) then H({ V ) = H(&) + H(n|).
Then there exists ¢ > 0 such that ®(zy,...,x,) = —cy -, x;log ;.

These are indeed “reasonable” assumptions:

e Property (i) says there should be no uncertainty when there is only one pos-
sible outcome.

e Property (ii) tells us that if we can experiment with p possible outcomes then
by adding an impossible (i.e. probability 0) outcome we can also regard it as
an experiment with p 4+ 1 outcomes.

e Property (iii) says that the uncertainty of an experiment shouldn’t depend on
the ordering of the outcomes we chose (and continuity is a basic mathematical
requirement!)

e Property (iv) says that the uncertainty is maximised when all the outcomes
are equally probable.



e Finally property (v) says that the uncertainty from performing two exper-
iments £ and 7 is the same as the uncertainty from performing & plus the
uncertainty from performing n already knowing that £ had been performed.

The proof of Khinchin’s Theorem 26.10 is “easy” in the sense that it involves
no advanced concepts. But it is a little fiddly, and would take us the entire lec-
ture to prove. Since Khinchin’s Theorem is only used to motivate the definition
of entropy, and is not needed in any of the material that follows, we will skip the
proof. We refer the interested reader pages 9-13 of Khinchin’s book Mathematical
Foundations of Information Theory.

Let us now go back to the general theory. The following result contains some use-
ful properties of entropy. Many of these properties are immediate from Khinchin’s
Theorem, yet since we did not prove the theorem we will prove them directly”

PROPOSITION 26.11. Let (X, 9, 1) denote a probability space. Fix three partitions

52{01,...701)}, n:{Dl,...,Dq}7 C:{El,...,Er}.
Then:

(i) It holds that
Os—k%<mqu®)§H@)§bm1

1<i<p

The first equality is strict if £ is not the trivial partition, and the second

equality is strict unless i(C;) = £ for each i.

< H(¢[n) < H(E).
&ln) =0 if and only if € < .

(
(&) = H(&) if and only if £ and n are independent.

H(E V n|¢) = H(&|C) + H(n| v (). In particular, taking  to be the trivial
partition ¢ = {X}, we have H({ V) = H(&) + H(n[¢).

(vii) H(E V n|¢) < H(|C) + H(n|¢), and hence taking ( to be the trivial partition
we have H({ V i) < H(E) 4+ H(n).

(viii) H(&[¢) < H(&]n) + H(n|¢).

We will prove (i), (ii), (iii), (iv) and (vii). The remaining three parts—(v), (vi)
and (viii)—are on Problem Sheet M.

?In fact Proposition 26.11 is used to prove Khinchin’s Theorem, so it would be a circular
argument to use Khinchin’s Theorem to prove Proposition 26.11!

4
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Proof. Clearly H(§) > 0. Moreover if ¢ contains at least two elements of positive
measure then H(§) > 0. Thus H(§) = 0 if and only if £ is the trivial partition (recall
we are really working with equivalence classes). It is obvious that

H(6) > —1og e (©1)).

1<k<p

To prove that H(§) < logp, consider the function ¢ : [0, 00) — R given by

__Jxlogz, x>0
U(x) = {07 0. (26.4)

See Figure 26.1. Then ¢”(x) = 1/x > 0 and hence 9 is strictly convex. Thus

0.4

0.2

0.2 0.4 06 0.8 1

-0.2

-0.4

Figure 26.1: The function ¢ (z) = xlog .

(8 (Z aﬂz‘) < Zaﬂﬂ(%)

7

for non-negative a; such that ) . a; = 1. Now taking a; = 1/p and z; = pu(C;) for
1 < < p we obtain

-
=1 (% Zpl u(@)
< Z Ltuic)
=~ H(E).

Finally since 1 is strictly convex we obtain equality only when the x; = u(C;) are
all equal to %. This finishes the proof of (i).

Now we prove (ii). We may assume that p(C;), p(D;) > 0 for each 1, j, since
we are working with equivalence classes. Again, using the fact that 1 is strictly



convex, we compute:
0 < H(¢ln) = Zu Zw( CHD))
o w(Ci N D)
- up < u(D;) )
Zw(Zu 1)
=—Zw<u<0

= H(¢).

To prove (iii) observe that ¢ (z) < 0 for 0 < 2 < 1, and hence if H({|n) = 0 then

#(CinD;) )> = 0 for each 7. Thus £ < 1. The other direction

for every 7 we have @D( (D))

of (iii) is clear.
To prove (iv), if H({|n) = H(£) then we must have equality in the previous
displayed equation for each term of the summation over 7, which means that

(g <Zu ulG mjé”)
-3 oo (45572,

By strict convexity of ¢ this implies that for all 7, j one has % = u(C;), which
J

implies that £ and n are independent.
Parts (v) and (vi) are on Problem Sheet M. Part (vii) is an immediate conse-
quence of (vi) and the inequality

H(nl¢ v ¢) < H@|C)

which follows from (iii) since ( = £ V (. Finally (viii) is also on Problem Sheet M.
This completes the proof. [ |

Following the recent general theme of the course, we now turn 2 (X) into a
metric space.

DEFINITION 26.12. We define
dr: P x P - R"

by
dr(§,m) = H(|n) + H(nlE).

The "R” stands for the Russian mathematician Rokhlin.

COROLLARY 26.13. The function dgr defines a metric on % called the Rokhlin
metric.
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Proof. That dg(&,n) > 0 with equality if and only if £ = n follows from parts (ii)
and (iii) of Proposition 26.11. It is immediate that dg is symmetric. To see the
triangle inequality, we use part (viii) of Proposition 26.11:

dr(§,¢) = H(&[C) + H(C[E)
< H(&n) +H(n[¢) +H((In) + H(nlE)
- dR(£77]> + dR(Th C)

This completes the proof. [ |

REMARK 26.14. Let us emphasise that the space # = (X, o, u) of partitions
is always a metric space for any probability space (X, s, ). Thus we are not
assuming that X is itself a metric space.

Although the metric dg is conceptually nice, it is a bit inconvenient to use
in computations. Here is another approach to defining a metric on the space of
partitions.

DEFINITION 26.15. Given p € N, we denote by %, C % those partitions with
exactly p elements.

There is an easy way to define a metric on %,,.

DEFINITION 26.16. We define
dy: P, x P, — R*

as follows. Given & = {C},...,C,} and n ={Ds,...,D,} in P, we set

p
dp(éﬂ?) = min ZN(Cl A DU(i))J
=1

7€6(p)

where the sum is over the symmetric group of permutations of {1,2,...,p}.

LEMMA 26.17. For any p € N, d,, is a metric on %,,.

The proof of Lemma 26.17 is left for you on Problem Sheet M. Here we will
prove the following more tricky result.

PROPOSITION 26.18. For any p € N, the inclusion
(g)padp) = (@’dR>
is uniformly continuous.

Proof. Fix € > 0. Choose 0 < § < % small enough such that
—p(p—1)dlogd — (1 — &) log(1 — §) < g (26.5)
Suppose £ = {C},...,Cp} and n = {D,...,D,} in P, satisfy
dy(&,m) < 6.

7



We claim that dgr(§,7n) < e. First, without loss of generality by relabelling n we
may assume that

p
=1

Now consider the partition ¢ with p(p — 1) + 1 elements given by the sets C; N D;
for i # j and | J_,(C; N D;). Since for ¢ # j one has

p
C;inD; | J(Ci a Dy)

i=1
it follows that
P
uw(C;ND;) <o, for i#j, and pu (U(CZ N DZ)> >1—0.
i=1

In other words, the partition  consists of p(p—1) “small” sets and one “large” set.
Thus from the definition of H({) we obtain

H(¢) < —p(p —1)dlogd — (1 —0)log(1 — 9),

and hence H(¢) < § by (26.5). Next observe that by construction one has { Vi =
¢ V1. Therefore applying parts (vi) and (vii) of Proposition 26.11 we obtain

H(n) + H(&ln) = H(E Vv n)
=H(n V)
< H(n) +H(C)
€
H —.
<H@) + 3
This implies that
€
H —.
(€ln) < 3
By symmetry (since £ V1 = £ V () we also have
€
H b
nl€) < 3.
and hence
dr(&;m) = H(Eln) + H(nl¢) <e.
This completes the proof. [ |

In fact, the converse to this result is true.

PROPOSITION 26.19. Given ,n € %, and € > 0 there exists 6 > 0 such that
dr(&,n) < ¢ implies that d,(&,n) < €.

The proof of Proposition 26.19 is on Problem Sheet M. It therefore follows that
the two metrics d, and dg are strongly equivalent on 22,,.



LECTURE 27

Measure-Theoretic Entropy

In this lecture we stick in the measure-theoretic setting, and define the measure-
theoretic entropy of a measure-preserving dynamical system on a probability space.
The construction is analogous to the definition of topological entropy via open cov-
ers given in Lecture 10, where now partitions play the role that open covers did
previously. The similarity in the definitions is no accident': next lecture we will
prove the Variational Principle, which says that the topological entropy of a topo-
logical dynamical system f on a compact metric space is the supremum over all
€ M(f) of all the measure-theoretic entropies.

We start with the partition version of Definition 10.10.

DEFINITION 27.1. Let f be a dynamical system on a probability space (X, ).
Let € be a partition of (X, o, u). Given k > 1, we define

§=Ev eV v e
Explicitly, if £ = {C},...,C,} then an element of £ ’J‘é is a set of the form

k—1
ﬂf_lei, jz € {1,,p}
i=1

For any k,n > 0 we have

g =k v e, (27.1)
We then have the following version of Proposition 10.16.

PROPOSITION 27.2. Let f be a dynamical system on a probability space (X, 4, i),
and let £ € 2. Then the limit limy,_,., +H (5’;) exists.

Proof. This is another application of Fekete’s Lemma 7.7. Define a: N — [0, 00)
by
a(k) = H(f’]ﬁ).
We will show that « is subadditive. Indeed,
a(k+mn) =H(H)
<H(E) +H(F¢)
= a(k) + a(n)

where the first inequality used (27.1) and part (vii) of Proposition 26.11 and the
second inequality used Lemma 26.8. Now the result follows from Fekete’s Lemma

(.. |
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from Lecture 10—modulo replacing U with £ and updating the references!
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This allows us to define the measure-theoretic entropy relative to a partition,
just as in Definition 10.17.

DEFINITION 27.3. Let f be a dynamical system on a probability space (X, «, ),
and let £ € . We define the measure-theoretic entropy of f relative to £ by

H(¢F)
. : f
h#(f7 6) = kh—>r£lo T < [O, OO)
To define the measure-theoretic entropy of f we now take the supremum over
all partitions &, just as in Definition 10.18.

DEFINITION 27.4. Let f be a dynamical system on a probability space (X, ).
We define the measure-theoretic entropy of f to be the quantity

h.(f) = suph,(f, ).
ccor

In general the measure-theoretic entropy could be infinite. When there is more
than one measure in play (which will be the case next lecture), we call h,(f) the
measure-theoretic entropy of f with respect to pu.

REMARK 27.5. Some textbooks refer to measure-theoretic entropy as metric en-
tropy. Whilst this has the advantage of being shorter and less cumbersome, we will
avoid this terminology as it clashes with the “metric” in metric spaces.

We first show that the entropy h,(f,&) can be computed via a different limit.
After proving this statement we will attempt to motivate the definition of measure-
theoretic entropy.

PROPOSITION 27.6. Let f be a dynamical system on a probability space (X, ., i),
and let £ € 9. Then

hu(£.€) = lim H(¢|F7'¢f).

Proof. Set
ap =H(EF) and b= H(E|FT'E).
Then a
hM(f? 5) = klir{olo ?7

and we are required to prove that

hu(f,€) = lim by
First note that

g =Ev TG
by (27.1). Since H(f~'¢) = H(¢) and H(¢ V1) = H(¢) + H(n|¢) by Lemma 26.8 and
part (vi) of Proposition 26.11 respectively, we have

ag+1 = H(flﬁl)

~H( g ve)

= H(&F) + H(E|F71¢f)

= ay + bg.



Thus
Ap4+1 — A = by,

and so summing over k yields

E—1
ar = H(E) + ) b
i=1
Therefore we have -
. a 1 —
€)= fim 5= Jim D b

We are nearly done. By part (v) of Proposition 26.11 we have H(¢[¢) < H(&[n)
when 1 < ¢. This implies that by < by_1, and hence (b;) is a bounded sequence of
real numbers and so limy, by, exists. Now recall from real analysis” that if the Cesaro
limit of a convergent sequence exists, then the Cesaro limit is necessarily equal to
the normal limit. Thus

k—

: 1
JEBOMLOOEZO =019

This completes the proof. [ |

REMARK 27.7. Recall that the entropy H(£) can be thought as measuring the
uncertainty of an “experiment” . If f is a dynamical system which governs the
behaviour of the system under time, then the partition 5’}’ represents the combined
experiment of performing & on k consecutive “days” (or whatever time unit an
application of f represents). Thus the entropy H(g’;) can be thought of as the
uncertainty inherent in performing ¢ on k& consecutive days.

Next, recall that H({|n) represents the uncertainty in the experiment £ given
that we already know what happened when we performed 7. Therefore Proposition
27.6 tells us that the measure-theoretic entropy h,(f,€) can be thought of as an
average uncertainty of performing the experiment £ on a given day, given that we
already know what happened on all the previous days.

Taking this one step further, this means that h,(f) can be thought of mea-
suring the maximum (over all possible experiments) of the average uncertainty of
performing a given experiment every day, forever. In other words, we look for the
“least accurate” experiment we can find in our system and then test it every single
day and see on average how many mistakes we make in our predictions.

The next result summarises the basic properties of the measure-theoretic en-
tropy.

PROPOSITION 27.8. Let f be a dynamical system on a probability space (X, 4, i),
and let {,n € 9. Then:

2Here is the precise statement: Suppose (ck)k>0 is any sequence of real numbers. Let s =
%Zf;ol ¢;. Suppose that ¢ — ¢ and s — s with both ¢, s finite. Then ¢ = s. The limit s is
called the Cesaro limit of the sequence (c). If you have forgotten how to prove this, consider it
an instructive exercise!



(i) It holds that

lim sup —%log (glé;fﬂ(@) < h,(f, ) < H(E). (27.2)

k—o0 € 7

(ii) hu(faf V) < hu(fa §) + hu(f7 n).-

(iii) h,(f, f71€) = h,(f, &) and if f is reversible then h,(f, f&) = h,(f,&).
) hu(
) hu(

(iv

h.(f,&) = h”(f,fﬁ) for any p € N,
(v) hu(f,6) <hu(f,n) +H(En). Thus if £ < n then h,(f,§) <h,(f,n).

Almost everything here follows readily from the various parts of Proposition
26.11, but let us check the details anyway.

Proof. The first inequality in (27.2) follows from part (i) of Proposition 26.11. The
second inequality in (27.2) follows from Proposition 27.6 together with part (ii) of
Proposition 26.11.
Next, since
(€Vn)y =& Vv,

part (ii) follows from part (vii) of Proposition 26.11. Similarly, since
(O =171

the first statement in part (iii) follows from Lemma 26.8, and the invertible case
works in the same way.

Part (iv) is analogous to the end of the proof of Theorem 10.25. Using (27.1)
we compute

1 k—1 '
hAﬁﬁ):ggEH<vfﬂ$>
=0

1
= lim EH(&’]‘;’“’)

k—00

— lim LH(E)

n—oo M

= h#(ﬁf)‘

This leaves us with part (v), which is considerably trickier. Using H({ V n|¢) =
H(¢|¢) + H(nl€ v ¢) and the fact that H(&|n) < H(£|C) if ¢ = n (these are parts (vi)

and (v) of Proposition 26.11 respectively) repeatedly we have
H(&FIny) = HEEV 716 np)

= H(¢|n) + H(/E e v ng)
< H(E) +H(F e ng), (27.3)



where we used that n =< 77’; and 17’]? =&V 77’]?. Now the same argument applied to
the second term on the right-hand side of (27.3) gives

HOEG np) < B ) + RO ng)
= H(gln) + H(f 726 Inf). (27.4)
Combining (27.3) and (27.4)
H(&FInf) < 2H(Elm) + HIF 252 n)).

Continuing inductively, we eventually get

H(&F|nf) < (k= DH(En) + H(f~*V¢nk)
< kH(E[n).

Thus we have
H(eh) <M v
H(ny) + H(&f[nF)
< H(ny) + kH(E[n).

Dividing by k£ and letting k — oo gives

hu(f,€) < hu(f,n) + H(Eln),

which proves part (v). This completes the proof. [ |

COROLLARY 27.9. Let f be a dynamical system on a probability space (X, <, ).
The function h,(f,-): # — [0, 00) is Lipschitz continuous function with respect to
the Rokhlin metric:

We will refer to (27.5) as the Rokhlin inequality in what follows.
Proof. This is immediate from from part (v) of Proposition 27.8. [ |

Now let us isolate a special class of partitions that can be used to compute the
entropy.

DEFINITION 27.10. Let f be a dynamical system on a probability space (X, A, ).
A family = of partitions is a generating family for f if the space of all partitions
subordinate to a partition of the form f’; for some € € = and k£ > 1 is dense in the
space 2 (equipped with the Rokhlin metric).

Explicitly, a family = is generating if for any n € 2» and any € > 0 there exists
a partition ( € % and ¢ € = such that

dr(n,¢) <e and ¢ = 5’; for all k sufficiently large. (27.6)

Equivalently one could ask that ¢ < 5’; for some k, since then for any n > k one
has ¢ < &F =< &7



PROPOSITION 27.11. Let f be a dynamical system on a probability space (X, ., ).
Suppose = is a generating family of partitions for f. Then

h.(f) = Sup h.(f,€)-

Proof. Let n € 2 and ¢ > 0. There exists a partition ( € & and £ € = such that
¢ = f’; for all k sufficiently large, and such that dgr(n,() < e. Then

hu(f;n) < hu(f,¢) +¢
by the Rokhlin inequality (27.5), and thus

h,u(f7 C) S hu(fv 51;) = hli(fv 5)

by parts (iv) and (v) of Proposition 27.8. Since 1 and e were arbitrary, the result
follows. u

Now let us make the analogy of Definition 10.1.

DEFINITION 27.12. Let f be a dynamical system on a probability space (X, 4, ).
A partition ¢ is called a generator for f if = = {{} is a generating family.

The following corollary (which is a special case of Proposition 27.11) has its own
special name. It is the measure-theoretic analogue of Theorem 10.25.

COROLLARY 27.13 (Kolmogorov-Sinai). Let f be a dynamical system on a proba-
bility space (X, <, i), and suppose ¢ is a generator for f. Then h,(f) =h,(f,¢).

If we begin on a metric space then we can produce generating families in the
same way as Proposition 10.22.

PROPOSITION 27.14. Let (X, d) be a compact metric space and suppose pp € M(X).
Suppose (&,) is a sequence of partitions of X such that’

diam &, = max{diam C | C € {,} — 0, as  n— oo.

Set = = {&,}. Then if f: X — X is any topological dynamical system which is
measure-preserving with respect to u then = is a generating family of partitions for

f.

Proof. Fix ¢ > 0. Suppose n = {C4,...,C,} is any partition of (X,%,u). By
Proposition 26.18 it suffices to find a partition ¢ = {Ds,..., D,} such that { < ¢,
for all n sufficiently large and such that d,(n,£) < e.

Choose compact sets K; C C; such that

3

w(Ci\ K;) < P+

(such sets exist by Proposition 23.4). Set
0 := inf d(Kz, Kj) > 0.
i#j

3Here we define the diameter of a disconnected space to be infinite. Thus the hypotheses
imply that the elements of each £, are all connected for large n.



Choose m € N large enough such that

>

diam¢,, < —.

\)

Now for 1 < i < p—1 let D; denote the union of elements of &,, which intersect
K;, and let D, denote the union of the remaining elements of &,,. By the choice
of 4, each element C € &, can intersect at most one K;. Thus ( is a well defined
partition which is obviously subordinate to &,,. For any 1 <7 < p, one has

w(Ci & D;) = pu(Ci \ D;) + u(D; \ Cy)

SM(Ci\Ki)+M<X\UKJ)

j=1
€ £

_|_
p+1) p+1

p
€
o
Summing over k tells us that

p

ZM(Ci A D;) <e.

=1

Thus we also have d,(n, ¢) < ¢ as required. ]



LECTURE 28

The Variational Principle

In this last lecture, we compare measure-theoretic entropy to topological entropy,
culminating in the statement and proof of the famous Variational Principle.

As we have seen, measure-theoretic entropy gives a quantitative measure of
the inherent uncertainty, or complexity, of a dynamical system, as seen via an
invariant measure. Topological entropy was actually discovered later than measure-
theoretic entropy, and its discovery was motivated by an attempt to extract the
same information using topological dynamics only.

Nevertheless, the absence of a “natural measure” for the size of a set in topo-
logical dynamics makes the latter more crude. For example, in Proposition 8.5 we
proved that the topological entropy of the union of two invariant sets is the max-
imum of their individual entropies. Meanwhile in the measure-theoretic setting,
we have the following more refined result: the entropy is the weighted sum of the
individual entropies.

NOTATION. Since there are now multiple measures in play, we will write H,,(§) for
the entropy of a partition & with respect to p instead of just H().

PROPOSITION 28.1. Let f be a dynamical system on a probability space (X, ., ).
Suppose A is an invariant set for f with 0 < u(A) < 1. Then

hu(f) = U(A)h;m (f‘A) + (1 - M(A))hHX\A (f’X\A)'

Here f|4 is the measure-preserving dynamical system on the restricted proba-
bility space (A, Ay, ,uA) (Example 18.12), and similarly for f|x\a.

Proof. Let ( = {A, X \ A}, and suppose ¢ is a partition such that ( < ¢. Then we
have (with the obvious notation) that

Hu(€) = m(A)H,, (€la) +(X\A)H,. L (Elxa) +(A) log n(A)+u(X\A) log (X \ A)
Since A is f-invariant, if ( < ¢ then also ( < 5’; Thus

h(f.€) = lim H,(¢})

k—o00

= () Jim H,, ((€a)f, ) + 0\ A) Jim ()
+ Jim (A log ju(A) + u(X \ A)log (X \ 4))

= /’L(A)h,UA <f|A7€|A) + (1 - M(A))hMX\A (f|X\A7€|X\A) +0.

Taking the supremum over such ¢ we obtain

Sggg h,(f, &) = u(Ah,, (f|A) +(1 - N(A)>th\A (f‘X\A)'

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Finally we observe that for any partition 7 there is a partition £ such that ¢ < ¢
and n < ¢ (for example, £ .= ( V n works). Thus

h.(f) = suphu(f.§)
(=€
This completes the proof. [ |

Comparing Proposition 8.5 and Proposition 28.1 suggests that topological en-
tropy measures the maximum dynamical complexity, whereas measure-theoretic
entropy measures the average dynamical complexity. This leads us to hypothesise:

e Topological entropy to be an upper bound for the measure-theoretic entropy;
e The measure-theoretic entropy should be maximised by a measure that assigns
most weight to regions of maximal complexity.
This is indeed the case. Here is the statement of the Variational Principle.

THEOREM 28.2 (The Variational Principle). Let X be a compact metric space and
let f: X — X denote a dynamical system. Then

htop(f) = Sup hu(f)-

peEM(f)

The proof of Theorem 28.2 will take some time, and we will need a number of
auxiliary results.

IMPROVED DEFINITION: Since we are now restricting our attention once
more to compact metric spaces, we can adopt a slightly simpler definition
of a partition. Namely, let us henceforth declare that partition of (X, %)
is any finite collection £ = {C},...,C,} of disjoint measurable sets whose
union is all of X. We denote the set of all such partitions as Pyis(X, % ).

Thus an element & € Pgi(X, %) is an actual honest partition of X (in the
normal sense of the word). And best of all—there are no equivalence relations
involved!

The following facts are clear:

o If p € M(X) is any Borel probability measure and & € Pgis(X, %) then &
will also be a partition of (X, %, 1) in the sense of Definition 26.1.

e Conversely if ¢ is any partition of (X,%,u) in the sense of Definition 26.1
then there is another partition 7 that belongs to the same equivalence class
as £ in 2 (X, %, u) and such that n € Pgis(X,%8).

Thus all the results from Lectures 26 and 27 continue to hold with our new definition
of a partition. Whilst the new definition is slightly more restrictive, it will be
more efficient in this lecture. The reason for this is because we will be working
with multiple measures at once, and it would quickly become tiresome to have to
constantly check that all our purported partitions were indeed partitions (in the
sense of Definition 26.1) for each individual measure involved. From now on, if we
simply say “partition” it should be understood in the new sense of the word.



PROPOSITION 28.3. Let X be a compact metric space, and let pu,v € M(X) be
two probability measures on (X,%).

(i) Let & be a partition of X. Then for any c € |0, 1] one has
CHH(&) + (1 - C) HV(&) S Hc;ﬁ-(l—c)u(g)'

(ii) Suppose f be a topological dynamical system on X such that p,v € M(f).
Then for any ¢ € [0,1] one has

chu(f) + (L =) h(f) = hepta—pn (f)-
Thus the entropy map
ho(f): M(f) = [0,00], = hu(f)
is affine.
Proof. We begin with (i). Recall the convex function
rlogx, x>0
bl) = {07 S,
from (26.4) and Figure 26.1. Let A € % and abbreviate
a = p(A), b:=v(A).
Then since v is convex we have
0> 1/1<ca T (1- c)b) —ep(a) — (1 — )(b)
= (ca +(1— c)b> log (ca + (1 — c)b)
—caloga — (1 —c)blogh
= ca(log (ca+ (1—c)b) — logca>

-~

>0

+(1— c)b(log (ca+ (1—c)b) —log ((1— c)b))

J/

>0
+ ca(log ca — log a)
+(1— c)b(log (1= c)b) — log b)
> caloge+ (1 —c¢)blog(l — ¢,

where we used the fact that log is an increasing function. It follows that if £ is any
partition then

0< ch+(1—c)u(£) - CHN(£> - (1 - C) Hu(g)
< — (clogc + (1 —c)log(l — c))
< log?2.



This proves (i). Now if 7 is any partition, setting & = 77’]? in the above gives

0 < Hepura-aw(nf) — cHu(nf) — (1 = ) Hy(nf) <log2.

Dividing by £ and letting & — oo tells us that

hc,qu(lfc)I/(fa 77) = Ch#(f, 77) + (1 - C) hl/(fa 77) (281)

The right-hand side of (28.1) is bounded above by the respective measure-theoretic
entropies:

hc,u-l—(l—c)u(fv 77) S Chu(f) + (1 - C) hu(f)

Then since 1 was arbitrary we obtain

hcu-i—(l—c)u(f) < ch#(f) + (1 - C) hu(f) (282)

It remains to prove the other direction. Fix € > 0, and choose a partition 1 and ¢
such that
h.(f) —e, ifh,(f) <

h#(f>77)>{l lfh (f)

Y

g 8

and

Set £ :=nV (. Then from (28.1) we have

hy(fa C) > {Ty(f> o ! hV(f) - 27

ch,(f)+ (1 —c)h,(f) —e, ifh,(f) <ooandh,(f) < oo,
hew+ - (5 €) > {%, if either h,(f) = oo or h,(f) = oc.

Since ¢ was arbitrary we conclude that

hcu-i—(l—C)V(f) > Ch#(f> + (1 - C) hu(f)'
This completes the proof. [ |

REMARK 28.4. The entropy map p — h,(f) is not necessarily continuous. That
is, if py, pp € M(f) with py — p then in general h,, (f) may not converge to h,(f).

However with a bit of work' one can prove that if f is either an expansive
topological dynamical system or a reversible weakly expansive dynamical system
(cf. Definitions 9.1 and 9.8) then in this case the entropy map is at least upper
semi-continuous, in the sense that if pp — p then

limsup hy,, () < h,.(f)-

k—o00

In an ideal world I would prove this next week in “Lecture 29”. Sadly though next week is
Christmas, and thus I rather suspect none of you would turn up if I tried to lecture... So I will
just content myself at stating this as an interesting remark.
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REMARK 28.5. It will be useful in the proof of the Variational Principle to observe
that part (i) of Proposition 28.3 works for arbitrary finite convex combinations:
Suppose i1, . .., g belong to M(X) and ¢y, ..., ¢; are non-negative real numbers
such that Zle ¢; = 1. Set p = Zle citti € M(X). Then for any partition ¢ one
has

> it (&) < H,(6). (28.3)

The proof of (28.3) is by induction on k, where part (i) of Proposition 28.3 does
both the base case k = 2 and the inductive step.

We need two further preliminary results before we are ready to embark on the
proof of the Variational Principle.

LEMMA 28.6. Let X be a compact metric space and let i € M(X). For any 6 > 0
there exists a partition £ = {C},...,C,} € Pais(X,%B) such that

diam C; < § and pn(0C;) =0, V1<i<np.

Proof. First note that for any x € X and any 6 > 0 there exists 0 < ¢’ < § such
that 1(0B(x,8")) = 0. Indeed, if this was not true we would have an uncountable
collection of disjoint sets of positive measure, which contradicts p being a proba-
bility measure. Thus we can find an open cover U = {By,..., B,} of open balls
of radius less than 6/2 such that p(9B;) = 0 for each i. Now let C; = B; and for
1> 1 let

i—1
j=1
Then & = {C4,...C,} is a partition of X of sets of diameter less than ¢, and since

0C; C LZJ 0B,

j=1
we have p(0C;) = 0 for each 7. This completes the proof. ]

LEMMA 28.7. Let f: X — X be a topological dynamical system on a compact
metric space, and let ;1 € M(f). Suppose Ay, ..., A, are any sets with p(0A;) =0

for each 0 < i < q. Then
q .
(o () -0
i=0

0 (ﬂ fi(Az‘)) C ‘Uffi(az‘li),

the conclusion is immediate from the hypotheses. [ |

Proof. Since

We are now ready for the best” proof in the course! This proof is non-examinable.

2Where of course, best := longest.



(&) Proof of the Variational Principle 28.2. We prove the result in four steps. The
first two steps are devoted to showing that

h#(f) S htop(f)? Vu € M(f),

which thus proves one half of the Variational Principle. The last two steps deal
with the other (harder) direction.

1. Fix p € M(f), and let £ = {C},...,C,} be a partition of (X,%). In this
first step we will construct an open cover U = {Uy,...,U,} of X such that

h,(f. &) <h*(f,U) +1log2+ 1. (28.4)

Fix
O<e<

, 28.5
plogp (28.5)

and choose compact sets K; C int(C;) for k = i,...,p such that u(C; \ K;) < €
(such sets exist by Proposition 23.4). Let

so that pu(Ky) < pe, and define a new partition with p + 1 elements:
n = {K07 K17 ey Kp}

Let us compute the conditional entropy H,(¢|n):

CQK) 1(Cy N K;)
el = - Y-Sl () log( n(K) >

=0 j=1
,u C ﬂK() (M(C]ﬂKo))
1K) ey R0
’ Z o 1(Ko)
< u(Ko) 10gp
< eplogp
< 1. (28.6)

Here (©) used the fact that for i # 0, & (C(;I)( € {0,1}, and the last line used
(28.5).
Observe that for each 1 < i < p, the set

Ui = KlUKg

is an open subset of X, since it is equal to X \ U#i K;, and thus U = {Uy,...,U,}
is an open cover of X.
Every element of the join cover U ]’f is of the form

ﬂfil(Ui) f(kl(lk 1)



for some tuple (i, ...ix_1) of integers in {1,...,p}. Such a set can be written as a
pairwise disjoint union of 29 elements of the join partition 77’; (some of which may be
empty sets). Thus every element of Z/{J’f contains at most 27 elements of 17’]‘?. Taking
the union over a sub cover of U} with cardinality minif, we get that

#77’; < oF minujlf,
and hence by part (i) of Proposition 26.11 we have
Hu(nl;) < log # 77];

< log(2" - min U},
= H(U}) + klog2,
Thus we obtain

h.(f;m) <h*(f,U) +log 2.

This is not quite what we want, since on the left-hand side we used the partition
n and not our original partition £&. However by part (v) of Proposition 27.8 and
(28.6) we can estimate

hﬂ(f>€) h#(f7 7]) + H#(£|7]>

<
< h*(f,U) +log2 + 1.

This proves (28.1), and concludes this first step.
2. Since ¢ was arbitrary, it follows from (28.1) that

h,(f) < h(f,U) +log2 +1
S htop(f) + 10g2 + 17

where we used Corollary 10.23. We are almost done, apart from the annoying
1 +log2 term. But this can be got rid off with the following trick (which we have
used before in the proof of Step 3 of Theorem 11.7). Namely, by repeat the same
argument with f? (for ¢ € N arbitrary) instead of f we obtain also that

h,(f) < heop(f?) +1og2 + 1. (28.7)
Now by Problem D.2 and Problem N.1 respectively, we have
hu(fq) = th,(f) and htop(fq) = qhtop(fq)

and thus dividing (28.7) by ¢ and letting ¢ tend to infinity gives
hu(f) < hiop(f)

as desired.

3. Fix ¢ > 0. In this step we will find (modulo a technical detail that is
postponed until Step 4) a measure g € M(f) with

1
h(f) > hZP(f)" = limsup Elogsep(f, k,e) (28.8)
k—o0
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Since € > 0 is arbitrary, this shows that

htop(f) S sup hu(f)
HeM(S)

Let A;, C X be a maximal (k, )-separated set, and let v, denote the atomic measure
concentrated uniformly on the points of Ag:

1
LI N
o sep(f,k:,éf)Z

TEAL

Now let

T
L

e = flve.

| =

I
<)

i
By compactness of M(X) and the definition of the limit supremum, we can choose
a sequence k; — oo such that

1
lim k—sep(f, k,e) =h3*P(f)*

and such that g, — p for some p € M(f) (here we are using the recipe for con-
structing fixed points from the proof of the Markov-Kakutani Fixed Point Theorem
24.6.

Now by Lemma 28.6, let £ = {C4,...,C,} denote a partition of X of sets of
diameter smaller than € such that p(0C;) = 0 for each i. We claim that

Hy, (€f) = logsep(f, k, ). (28.9)

Indeed, no member of f’; can contains more than one member of A, and so
sep(f, k, &) members of 5’; each have vi-measure m, and all the others have
measure zero. Thus (28.9) follows directly from the definition of H.

Now we would like to replace H,, with H,,,. Fix 1 < ¢ < k. We claim that

E

-1

qlogsep(f.k,) < > Mz, (€3) + 2% logp. (28.10)

%

Il
=)

Let us assume (28.10) for the time being. Using (28.3) and dividing through by £,
we obtain

q 0, 20
Esep(f, koe) < Hu (7)) + TIng' (28.11)

Now by Lemma 28.7, for each member A € &§, we have u(A) = 0. Thus by
Proposition 23.15. we have puy, (A) — pu(A) for each A € £§. Thus

lim H,, (€1) = H, (D).

Jj—00
Now by replacing k by k; in (28.11) and letting j — oo we obtain

ghZP(f)" < Hu(&5).



Finally, dividing by ¢ and letting ¢ — oo we obtain (28.8).

4. It remains to prove (28.10). This is rather tedious, unfortunately. Fix

0<1<qg—1, and set
k—1
c(l) = | ——|.
=]

We can partition the set {0,1,2,..., k—1} into two sets: A;U By, where A; denotes
those numbers that can be written as [+ ag + b for some 0 < a < ¢(I) — 1 and some
0 <b<q—1, and B; denotes those numbers which cannot be written in this form.
Thus By certainly contains {0,1,...,q — 1}, but it is not too large: we leave it as

an easy exercise to check that
# B, < 2. (28.12)

What is the point of this? Let us apply this decomposition of {0,1,... &k — 1} to

write
c(l)—1

=\ v\ e
a=0

seB;

Thus by part (vii) of Proposition 26.11, we have

H,, (¢f) < Z Hy, (f70 00 + ) T H, (f7%¢)

seB;
<3 M )+ 2l
a=0

where the last inequality used (28.12) and that f°¢ has p elements (cf. part (i) of
Proposition 26.11). Now sum this last equation over [ from 0 to ¢ — 1 to obtain

k—
H., §f SZ fivg ff +2¢” log p.
1=0

Since logsep(f, k, &) = H,, (£§) by (28.9), from this (28.10) follows. This completes
this final step, and hence also the proof of the Variational Principle. [ |

..and this also completes the course. Thank you all for attending, and
enjoy your winter vacation!




LECTURE 29

Hyperbolic Linear Dynamical Systems

Welcome to Dynamical Systems II!

We began Dynamical Systems I by studying topological dynamical systems, i.e.
continuous maps on metric spaces. In Dynamical Systems II we will upgrade these
to differentiable dynamical systems.

Why study differential dynamics? As you no doubt had drilled into you
during your first analysis course, the dual concepts of being able to measure the
rate at which things change—differentiation—and being able to measure the to-
tal amount accumulated over time—integration—are arguably the most important
mathematical ideas we humans have happened upon.

It should therefore not surprise you to learn that there is a rich and exciting
subfield of dynamical systems concerned with differentiable systems. In this course
will focus on a particularly interesting class of such systems, namely, hyperbolic dif-
ferentiable dynamical systems. Hyperbolicity was first identified by Poincaré (130
years ago) during his work on the famous Three Body Problem. The precise defi-
nition is rather complicated (we will study a very special case later in this lecture),
but very roughly speaking, hyperbolicity can be characterised by the presence of
both expanding and contracting directions for the derivative (think saddle points).

Hyperbolicity is the main mechanism through which a differential dynamical
system exhibits chaotic behaviour. It also has a remarkable “persistence” property:
namely, if a given system is hyperbolic then so are all sufficiently “nearby” systems.
We will see many instances of this in the course, starting with Proposition 30.14
next lecture.

Before we can begin with the study of hyperbolic dynamics, however, we first
need to address differentiable dynamics in general. Unfortunately the process
of moving from topological dynamics to differentiable dynamics is not entirely
straightforward. The first thing to realise is that the definition of differentiabil-
ity doesn’t even make sense on an arbitrary metric space! Indeed, if f: X — X
is a continuous map on a metric space then you might naively try to define the
derivative of f using the same formula you learnt in high school:

f/(],‘) nor?inse lelil’(l) f(l’ + y; - f(ZL‘) .

(29.1)

However this is nonsense. Why?

e On a metric space one cannot simply “add” points together, so neither “x+y”
nor “f(x+vy) — f(z)” are defined.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
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e In a metric space there is no “zero element”, and thus the expression “y — 0”
has no meaning.

The solution to these woes is to restrict our attention to special class of metric
spaces where these expressions can be meaningfully interpreted. Such spaces are
known as (smooth) manifolds, and they are commonly studied in Differential
Geometry. If you have not taken a class on Differential Geometry before then fear
not—we will cover all the necessary prerequisites from scratch in this course.

Before diving into manifolds, however, we will spend the first seven lectures
focusing on an even more restrictive class of metric spaces for which you all already
know how differentiation works: vector spaces.

Let us begin.

CONVENTION: Throughout this course, all vector spaces are assumed to be
real and finite-dimensional, unless stated otherwise.

DEFINITION 29.1. A normed vector space consists of a vector space E and a
choice of norm || - || on E.

Since F is finite-dimensional, E is automatically a Banach space, i.e. the asso-
ciated metric d(v,w) = ||[v — w|| is complete (Definition 6.7).

REMARK 29.2. In fact, everything in this section continues to make sense if we drop
the assumption that F is finite-dimensional, and assume that F is a Banach space
(although some of the proofs would need tweaking a bit). However since this course
does not assume functional analysis as a prerequisite, we will (almost always) work
with finite-dimensional spaces only. Nevertheless, the interested reader is invited
to recast all the definition and theorems in a Banach space setting.

Recall that two norms || -||; and || - || on E are called equivalent if there exists
a constant ¢ > 0 such that for all v € E, one has

1
vl < Jjollz < ellol]s.

In fact, since E is finite-dimensional’, all norms are equivalent.

DEFINITION 29.3. Let (E,|| - ||) denote a finite-dimensional normed vector space
and suppose L: F — F is a linear map. We will call L a linear dynamical
system. Note 0 € F is a automatically a fixed point of L.

NOTATION. Given a norm on E. we will use the notation || - ||°P to denote the
operator norm of L with respect to the norm || - ||. Thus

L] = sup {[| Lol | [Jo]] = 1} .

In the infinite-dimensional case one needs to make sure one only works with norms equivalent
to our original one.



DEFINITION 29.4. Let L be a reversible linear dynamical system on E. We say
that L is a hyperbolic linear dynamical system if F splits into a direct sum

E=FE@FE"
which is L-invariant in the sense that
LE® C E°, LE" C E",
and such that there exist constants C' > 1 and 0 < p < 1 such that
| L*v|| < CpFlv], Vve E°, Vk >0,

and such that
IL 7%l < Cutlloll,  Vve EY, Vk >0,

or in terms of operator norms:
NEl ™ < Ot | < O
One calls E* the stable space for L and one calls E* the unstable space.

REMARK 29.5. The connection between this definition and the definition of hy-
perbolicity we saw in Definition 8.12 will become clear soon; see Proposition 29.7.
(Spoiler: The two definitions are the same.)

Since all norms are equivalent on F, the definition of hyperbolicity is indepen-
dent of the choice of norm || - || used. Note that it could be the case that £* = {0}
or E* = {0}.

REMARK 29.6. Since E* is L-invariant, the inequalities in the definition hold not
only for positive iterates but actually for all iterates:

| L*(L™)|| < Opk|| L), VYve E*, VneZ, Yk > 0.
In particular, taking n = —k gives
| L ]| > C_MHUH’ YveE VkE>O0.

A similar statement holds for E*. Moreover as 0 < p < 1, we see that ||L~*v|| — oo
as k — oo for v € £, and || L*v|| — oo as k — oo for v € E.

On Problem Sheet O you will prove the following equivalent definition of hy-
perbolicity.

PROPOSITION 29.7. A reversible linear dynamical system L: E — FE is hyperbolic
if and only if every eigenvalue \ of L has absolute value different to 1.

As a corollary, we obtain:

COROLLARY 29.8. The space of hyperbolic linear dynamical systems is an open
subset in the space of reversible linear dynamical systems.
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We will prove shortly that the hyperbolic splitting is unique. First let us intro-
duce some more notation. Suppose E = E* @ E* is a direct sum (not necessarily a
hyperbolic splitting). Denote 7,: E — E* the projection onto E* and m,: £ — E“
the projection onto E*. We set

Vg = TV, Uy = T U.

If : E — FE is any map, we denote by ¢, := m,0¢: E — E° and ¢, := m,0¢: E —
Ev. If L: E — E preserves the splitting £ = E* @ E", it makes sense to define

Lss = Ls

Es - ES — ES,
and similarly

Ly = Ly|pu: E* — E".
Then for any v € FE,

st - sts = Lssvsa Luv = Luvu = Luuvu-

DEFINITION 29.9. Suppose L: E — FE is a hyperbolic linear dynamical system with
splitting £ = E* @ E*. Given € > 0, we define the e-cones about E* and E* by:

cone(E*) == {v € E | [loa| <ellvs]},

and
cone.(E") == {v € E| ||| <ellval},

PROPOSITION 29.10. Suppose L: E — E is a hyperbolic linear dynamical system
with splitting F = E° & E*. Then E?® can be alternatively characterised as:

Ef={veE|L*—0ask— oo}
={veE|Ir>0, |LFv|| <r VEk>0}
={veE|Je>0, L* € cone.(E®), Vk >0} .

Similarly

E'={veE|L " —0ask— oo}
={veE|Ir>0, |[L ™| <rforallk>0}
={veE|Je>0, L "v € cone.(E") for all k > 0} .

In particular, the hyperbolic splitting is unique: if E = F*® & F" is another hyper-
bolic splitting for L then E* = F* and K" = F*“.

Proof. We give the proof for £/* only. Of the three sets on the right-hand side, it is
clear that E? is contained in the first subset, and that the first subset is contained
in the second. Let us prove that the second subset is contained in the third. Indeed,

suppose
ug¢ {veFE|3e>0, L*v € cone.(E*) for all k >0}



This means there exists kg > 0 such that w = L¥u satisfies w ¢ cone;(E®). In
particular, w, # 0. Then we have ||L*w,| — oo and || L*w,| — 0 as k — oo (cf.
Remark 29.6) . This means that

1wl > | Fwal| = [ ZMws]| = oo,

Thus the sequence (||L*w]|), is unbounded, and therefore w does not belong to the
second set on the right-hand side.

To complete the proof, we show that the third set on the right-hand side is
contained in E®. Indeed, if v ¢ E® then v, # 0, and hence ||Lfv,|| — oo and
| L*v,|| — 0 as k — oo by Remark 29.6 again, which implies that for any € > 0 one
has L*v ¢ cone.(E*) for k large enough.

Since both the first and second sets on the right-hand side are manifestly inde-
pendent of the splitting £° & E", it follows that E* is unique. This completes the
proof. [ |

Up to changing the norm, one can assume that C' = 1.

PrROPOSITION 29.11. Let L: E — E be a hyperbolic linear dynamical system with
hyperbolic splitting E = E* @ E". There exists a norm || - ||, on E and a constant
0 < 7 <1 such that

[Lvfla < 7llvlla, Vv e E?,
IL7 0 ]la < 7llvlla, Vv e B,
One calls such a norm || - ||, an adapted norm for L.
Proof. Denote the original norm by || - ||, and let C' > 1 and 0 < p < 1 denote the

original constants. Choose n large enough so that Cu™ < 1. We define || - ||, by

n—1
ol =Y I[1L5]).
k=0

Then || - ||, is obviously a norm on E. Setting a == 37—} C*, one has
[vlla < alloll,  VveE?

and similarly
lvlla < aflL" 0], Vve B

Now suppose v € E°. Then

[Lolla = [[vlla = loll + [ 2]
< lofla = (1 = Cu®) o]

< (1-La-cm) i

Similarly if v € E* one has

IL™ 0]l = lvlla + L7 0l = 1L o]
< [Jolla = (1 = Cp™) [IL" ]|

< (1-2a-0w) ol



Set .
=(1——=(1=Cu") ).
T ( o p ))
Since o > 1 one has 0 < 7 < 1. This completes the proof. [ |

DEFINITION 29.12. Suppose L: E — FE is a hyperbolic linear dynamical system
with splitting £ = E* @ E". Let || - || be an adapted norm for L with associated
operator norm || - ||SP. We define the skewness of L with respect to this norm by

(L) = max { | ISP, (L)l < 1.

In fact, it is convenient to tweak || - ||. even further. For this we need another
more definition.

DEFINITION 29.13. Suppose (F, || - ||) is a finite-dimensional normed vector space
and £ = F & G is a direct sum. We say that the norm || - || is of box type with
respect to the splitting F' & G if

lvll = max {Jlop]|, [[vell},

where vp and vg are the components of v in this splitting. It is easy to make a

box-type norm: if || - || is any norm then the function || - ||, defined by
[Vl = max {Jjvrl, [lvel }, (29.2)
is another norm which is of box-type. One calls || - ||, the box-adjusted norm of

LEMMA 29.14. Let L: E — E be a hyperbolic linear dynamical system with split-
ting E = E* @ E". There exists a norm || - ||, on E which is adapted to L and of
box-type with respect to the hyperbolic splitting.

Proof. Let || - ||a denote an adapted norm for L, and then let || - ||., denote the
box-adjusted norm defined by (29.2). Then || - ||ap is another adapted norm with
the same skewness as || - ||ap- ]

In the future, we will typically assume from the outset when discussing hyper-
bolic linear dynamical systems L that the norm || - || on E is both adapted to L
and of box-type with respect to the hyperbolic splitting. In other words, we will
omit the subscript “ab”, and assume that the construction from Lemma 29.14 has
already been performed.



LECTURE 30

Hyperbolic Fixed Points

In this lecture we continue to work on a finite-dimensional normed vector space
(E, |- |I), but we move outside the realm of linear dynamical systems. Again, all of
the following continues to hold with only minor modifications if E is an arbitrary
Banach space. We begin with some preliminaries on differentiable maps.

Suppose (E, || - ||) and (F,| - ||r) are two normed vector spaces. Let L(E, F)
denote the set of linear maps L: E — F. Then L(E,F) is a vector space of
dimension

dim L(E, F) = dim E - dim F.
We make L£(E, F') into a normed vector space via the operator norm:

IL]

gr = sup {[|Lv]|r | [vlle = 1}.

When the norms on F and F' are clear from the context, we will simply write || L||°P.

CONVENTION: In this lecture and beyond, the symbol €2 is reserved for an
open subset of E. even if this is not explicitly said.

DEFINITION 30.1. Suppose f: Q C E — F is a continuous map. We say that f is
differentiable at u € Q if there exists a linear map L € L(E, F') such that

1S (u+v) = f(u) — Lof|F

= 0.
o]l z—0 lvlle

Denoting L by Df(u), if f is differentiable at every point u € €2 then the dif-
ferential of f is the map Q@ — L(E, F) given by u — Df(u). We say that f
is continuously differentiable or of class C! if the map Df: Q — L(E, F) is
continuous with respect to the norms || - ||z and || - |7 respectively'.

ExampLE 30.2. If L € L(E,F) then L is differentiable with DL(v) = L for all
vel.

DEFINITION 30.3. We say that a C! map f is a diffeomorphism onto its image
if £(Q) :== Q' is an open subset of F, and there exists another C! map g: Q@' — F
with image ¢g(€)') = Q, and such that fog=go f =id.

Although we won’t need them in this section, let us just quickly recall how one
defines the higher derivatives”.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.

! Actually since all norms are equivalent on finite-dimensional spaces, it doesn’t matter which
norm we choose when checking whether D f is continuous.
2We will need this when we talk about manifolds later.
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DEFINITION 30.4. Given p > 1 we define LP(FE, F') to be the space of all multilin-
ear maps
M:Ex---xE—=F
—_—

p times

This is once again a normed finite-dimensional vector space, where this time the
norm is given by:

HMH%"}Q = sup{HM(vl,...,vk)HF | Jvillg = 1 for all i = 1,...,p}.

There is a natural linear isomorphism from £(E, L(E, F')) to L*(E, F'). Namely,
given L € L(E,L(E, F)) we define M € L?(E, F) via

M (u,v) = L(u)(v), (30.1)
The same thing works for all higher p too: thus
(B, F) = L(B, L(E, L(E, F)).

DEFINITION 30.5. Suppose f: Q C E — F is a continuously differentiable map.
Then we can ask whether the map Df: Q — L(FE, F) is itself differentiable. If it
is, then its derivative, D*f :== D(Df) is a map

D?f:Q — L(E,L(E,F)).
Using the identification (30.1), we usually regard D?f as a map
D*f: Q— L*(E,F).
If D?f exists and is continuous, we say that f is of class C?.

The other higher-order derivatives are defined inductively: we say f is of class
CP for p > 2 if f is of class CP~!, and the map DP~1f: Q — LP7Y(E, F) is differen-
tiable, and its derivative DP f := D(DP~1f) is itself continuous. Finally we say f is
smooth, or of class C', if f is of class C? for every p € N.

REMARK 30.6. In differential geometry, the word “diffeomorphism” is usually re-
served for a smooth map with a smooth inverse, contrary to Definition 30.3. In
dynamical systems however it is important to keep track of the regularity, and
typically C! is sufficient (the Denjoy Theorem 18.5 is an example of this).

Hopefully you are all familiar with the following foundational theorem.

THEOREM 30.7 (The Inverse Function Theorem). Suppose {2 C F is an open set
and f: Q — F'is a continuously differentiable map. Suppose u € €2 has the property
that D f(u) is invertible’. Then f is locally a diffeomorphism onto its image near
u. That is, there exists an open set' Qy € € such that u € Qy and flo,: Qo — E
is a diffeomorphism onto its image.

3Note that D f(u) can only be invertible when dim F = dim F.
4The notation ©y € 2 means that Qy C Q and Qg is compact.
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Just as with topological dynamics and measure-theoretic dynamics, we will
primarily be interested in the case £ = F'. Thus let us make the following definition.

DEFINITION 30.8. Let (E, || -||) be a normed vector space. A local differentiable
dynamical system is a pair (f,2), where Q C E is an open set, and f: Q — F
is a diffeomorphism onto its image.

Just as we did previously with topological and measure-theoretic dynamics,
when there is no danger of confusion, we will omit the adjectives and simply refer
to f: 2 — F as a dynamical system.

REMARK 30.9. Why the word “local”? Definition 30.3 is slightly at odds with
our previous definitions of “dynamical systems”, since we do not require f to be
defined on the entire space E, merely on some open set 2. The reason for this is
twofold:

e Firstly, the Inverse Function Theorem 30.7 tells us that if f: Q — E is
a continuously differentiable map, then up to shrinking €2, we can always
assume that f is a diffeomorphism onto its image. Thus one could think
of a local differentiable dynamical system as being obtained in the following
manner: start with an arbitrary continuously differentiable map f, defined
on some open set of . Find u in the domain of f so that D f(u) is invertible.
Then shrink the domain of f appropriately.

e The second reason will only make sense if you already know basic differential
geometry (if you don’t, don’t worry—we will cover this material from scratch).
Later on in the course, we will define a differentiable dynamical system to
be diffeomorphism f: M — M, where M is a smooth manifold. The local
representation of such a map (i.e. when viewed in charts on M) is then a
local differentiable dynamical system in the sense of Definition 30.3.

If f: Q) — FE and g: Qy — FE are two dynamical systems with Q; N Qy # 0,
then given any u € ; N €2y we can find 2 € €2y N Qy such that u € © and both
flasgla: @ — E are dynamical systems. Thus when comparing two dynamical
systems, we can without loss of generality assume that they are defined on the
same open set.

DEFINITION 30.10. Suppose f,g: 2 — E are two dynamical systems (defined on
the same open set ). We define the C''-distance between them to be

d(f,9) = supmax {||f(«) = g(w), | Df (u) = Dg(w)[*"}. (30.2)
ue
Note the first term on the right-hand side of (30.2) is the norm on F', whereas the
second norm is the operator norm of the linear operator D f(u) — Dg(u).

If f: Q@ — E is a dynamical system, we denote by B;(f, (2, ¢) the set of dynami-
cal systems g (with the same domain €2) which satisfy d;(f, g) < e. Thus By(f,,¢)
is the “open ball” about” f of radius € in the space of local differentiable dynamical

5This is a slight abuse of language (hence the quotation marks), as this is not a true open call
in the space of all local differentiable dynamical systems on F, since we are requiring the domain
g of f to be same as €.



systems on E. Similarly B;(f,, ) denotes the closed ball.

We need to quote one more result before we can get started on the meat of this
lecture. As with the Inverse Function Theorem 30.7 this result should be familiar
to all of you (possibly formulated slightly differently).

THEOREM 30.11 (The Mean Value Theorem). Let Q@ C E be a convex open set,
and suppose f: Q — E is a C' map such that | Df(u)||°? < C for all u € Q. Then
for any v, w € €,

1 () = f(w)] < Cllv —wl|.

Recall from Definition 11.11 that a map ¢: 2 — E is called Lipschitz if there
exists A > 0 such that for all v,w € E, one has

lp(v) = p(w)]| < Allo —wl|

The minimal such A is called the Lipschitz constant of ¢ and is denoted by lip(¢).
Any linear map is Lipschitz. More generally, the Mean Value Theorem 30.11 tells us
that any continuously differentiable map defined on a convex open set with compact
closure is automatically Lipschitz.

Let us finally prove something:

ProprosITION 30.12. Suppose f: 2 — F is a dynamical system. Fix u € 0. Then

for any € > 0 there exists r > 0 such that if g: ) — E is a dynamical system with
di(f,g) < § then
lip(g— Df(u)) <e  on B(u,r).

Here B(u,r) denotes the closed ball in E about u of radius r.

Proof. Recall that if L is a linear map than DL(v) = L for all v (cf. Example
30.2). Thus if g: Q — F is a dynamical system then for any u,v € Q one has

D(g — Df(u))(v) = Dg(v) = Df(u).
Fix u € Q). Since D f is continuous at u, there exists r > 0 such that

IDf(u) = Df()||*" < Vv € B(u,r).

DO ™

Now suppose di(f,g) < £. Then for v € B(u,r) we have:
1D(g = Df () ()" = [[Dg(v) = Df(u)[|*®
< [|Dg(v) = Df()[I** + |Df(u) = Df(v)[|*"
< di(f,9) + IDf(u) = Df ()]

< € n £ A
-2 2 7
The claim now follows from Mean Value Theorem 30.11. [

Let us now give the key definition of this lecture.



DEeFINITION 30.13. Suppose f: 2 — E is a dynamical system, and v € 2 is a
fixed point of f. We say that u is a hyperbolic fixed point of f if the map
Df(u): E — FE is a hyperbolic linear dynamical system.

In Corollary 29.8 we saw that a perturbation of a hyperbolic linear dynamical
system is again another hyperbolic linear dynamical system. In other words, hyper-
bolicity is persistent. This is in fact the central theme of the course, and the reason
why hyperbolic dynamics are interesting: they are stable under perturbation. The
next result is a first step in this direction.

ProrPoOsITION 30.14. Let f: Q2 — E be a dynamical system. Suppose u € 2 is
a hyperbolic fixed point of f. Then there exists €y,r9 > 0 such that any g €
Bi(f,Q,¢e0) has at most one fixed point in B(u,ry). Moreover, if 0 < r < 7y then
there exists 0 < €(r) < go such that any g € Bi(f,Q,e(r)) has at least one (and
hence exactly one) fixed point in B(u,r).

REMARK 30.15. Denoting the fixed point of g by u,, Proposition 30.14 says that
u, — u as g — f in the C' distance. Thus u, varies continuously in g. In fact,
the fixed point u, is a hyperbolic fixed point of g, and moreover the hyperbolic
splitting also varies continuously with g, but we will not prove this until the next
lecture.

The key step in the proof of Proposition 30.14—and numerous other results in
this course—is the Banach Fixed Point Theorem. Let us recall the statement.

DEFINITION 30.16. Let f: X — X be a continuous map on a metric space (X, d).
We say that f is a strict contraction if there exists 0 < a < 1 such that

d(f(x), fy) < ad(z,y) for all z,y € X.

Clearly any strict contraction has at most one fixed point. However not all strict
contractions have any fixed points. The next famous theorem gives a criterion for
when they do.

THEOREM 30.17 (The Banach Fixed Point Theorem). Let (X,d) be a complete
non-empty metric space. Then any strict contraction f: X — X has a fixed point
(which is necessarily unique).

(&%) Proof. Fix 7y € X and set xj: f*(xy). Since f is a strict contraction, the
sequence (zy) is Cauchy. Since X is complete, there exists y € X such that (up to
a subsequence) xy — y. This y is our desired fixed point. [ |

NOTATION. We denote by E(r) := B(0,r) the closed ball of radius r about 0 € E.

ProPoOsSITION 30.18. Suppose L: E — E is a hyperbolic linear dynamical system
with hyperbolic splitting E = E*@® E". Assume the norm ||-|| on E is both adapted
with respect to L and of box-type with respect to the splitting. Let T = 7(L) denote
the skewness of L. Suppose ¢: FE(r) — E is a Lipschitz continuous map satisfying

lip(¢) < 1—T. (30.3)
Then L + ¢ has at most one fixed point in E(r). If in addition one has

16(0)[| < (1 — 7 —lip(¢))r, (30.4)
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then L+ ¢ has at least one fixed point in E(r). Denoting this (necessarily unique)
fixed point by ugs, one has

[¢(0)]]
|lugll < =7 —lip(@)’ (30.5)
Proof. We wish to solve the equation
(L +o)(v) = v, (30.6)

for v € E(r) which is equivalent to
st + (bsv = Vs, Luv + ¢uv = Uy,
or equivalently

-1 -1
Lgsvs + gbsv = Us, Ly v — Luu¢uv = Uy-

uu

Define X : E(r) — E by setting
X () = (Lssvs + ¢sv, Lyyvy — Ly duv).

Then v solves (30.6) if and only if v is a fixed point of X. To show that L + ¢ has
at most one fixed point, it suffices to show that X is a strict contraction. For this
we argue as follows, using the fact that the norm is of box type:

1X (v) = X (w)|| < max {7]jv; — ws]| +1ip(¢)[Jv — wl, Tllvu — wall + 7 lip(¢)[Jv — w|| }
< (7 +1ip(¢))[[v — wl]
< HU - ’LUH,

where the last line used (30.3). Now assume in addition that (30.4) holds. To
show that L 4+ ¢ does indeed have a unique fixed point, it suffices to show that
X(E(r)) C E(r), since then the Banach Fixed Point Theorem 30.17 furnishes the
desired fixed point. For this we note that

IXO) = [|(#5(0), =L 6 (0)) | < 6(0)]-
Now fix v € E(r) and argue:

X @) < IX O+ [[ X (v) = X(0)]

¢O)|| + (7 + lip(e))[|v]]

This proves the existence of a unique fixed point v, of X. Moreover the calculation
above tells us that

logll < [l@(0)]| + (7 + lip(¢)) v,

and hence 1

ool < =i 1O

This completes the proof. [ |



We now complete the proof of Proposition 30.14.

Proof of Proposition 30.14. Without loss of generality we may assume that u = 0.
Set L = Df(0), so that L is a hyperbolic linear dynamical system on E. If the
statement holds for one norm on E then it holds for any norm, and hence without
loss of generality we may assume that || - || is a norm which is adapted to L and of
box-type with respect to the hyperbolic splitting of E. Let 0 < 7 < 1 denote the
skewness of L and choose 7 < p < 1. By Proposition 30.12 there exists ¢y and ry
such that for any g € Bi(f,Q, &), the map ¢,: = g — L: E(ry) — E satisfies

hp(CbQ) Sp—T.

Then by the first statement of Proposition 30.18, g = L + ¢4 has at most one fixed
point in E(rg). Now let 0 < r < rg, and set

g(r) == min{eg, (1 — pu)r}.

Then if g € B1(f,Q,2(r)) one has

65Ol = llg(O) ]} = llg(0) = FO)] < du(f,9) < (1 — p)r.

Thus by the second part of Proposition 30.18, such a g has a unique fixed point
ug € E(rg). In fact, u, € E(r), since by (30.5),

(1—p)r

This completes the proof. [ |




LECTURE 31

Persistence of Hyperbolic Fixed Points

Suppose f: Q2 C E — FE is a dynamical system, and u € €2 is a hyperbolic fixed
point. We proved last lecture that if g is another dynamical system sufficiently close
to f, then g has a unique fixed point u, which is close to u. In this lecture we prove
that u, is actually a hyperbolic fixed point of g. Here is the precise statement.

THEOREM 31.1 (The Local Persistence Theorem). Let f: Q — E be a dynamical
system. Suppose u € ) is a hyperbolic fixed point of f. There exists 1,71 > 0
such that every g € By(f,$, &) has a unique fixed point u, € B(u,ry), which is
a hyperbolic fixed point for g. Moreover, u,, as well as the subspaces E*(Dg(u,))
and E*(Dg(uy)) all vary continuously with g.

Despite the fact that we have already proved most of Theorem 31.1 last lecture
in Proposition 30.14, the remaining assertion will take us the entire lecture. Just as
Proposition 30.14 depended on the linear statement of Proposition 30.12, the proof
of Theorem 31.1 comes down to the following statement about hyperbolic linear
dynamical systems.

PROPOSITION 31.2. Let L: E — FE be a hyperbolic linear dynamical system. There
exists 6 > 0 such that if M : E — E is another linear map such that |M — L|| < §
then M is also a hyperbolic linear dynamical system. Moreover the stable and
unstable spaces E*(M) and E*(M) vary continuously with M.

The only content of Proposition 31.2 is the claim that the hyperbolic splitting
varies continuously in M. We emphasise that this is a much deeper statement than
the trivial assertion of Corollary 29.8.

Proof of Theorem 31.1, assuming Proposition 31.2. Use Proposition 31.2 and ar-
gue as in the proof of Proposition 30.14. [ |

The proof of Proposition 31.2 will require several preliminary results and defi-
nitions.

DEFINITION 31.3. Suppose h: E — F' is a homeomorphism between two finite-
dimensional normed vector spaces. We say that h is bi-Lipschitz if both h and
h~! are Lipschitz.

Asking both i and h™! to be Lipschitz is a fairly strong requirement (see Prob-
lem O.6 for an example of this).

DEFINITION 31.4. (E,| - ||g) and (F, | - ||r) are two normed vector spaces. Given
L e L(E,F), the conorm of L is defined by

co(L) = inf {||Lv[|z | v € B, |[v]p =1},

where || - ||g and || - || are the norms on E and F' respectively.
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Warning: The terminology is slightly abusive, as the conorm is not a norm!
The following statements are left as an exercise:

LeEmMMA 31.5. . Let L € L(E, F). Then:

(i) The conorm is bounded by the operator norm:

0 < co(L) <[IL].

(i) If L is invertible then co(L) > 0. Indeed:

1

co(L) = —HL_lHOp.

(31.1)

(iii) Conversely if dim F = dim F' then if co(L) > 0 then L is invertible and (31.1)
holds.

(iv) If L e L(E,F) and M € L(F,G), then
co(L) co(M) < co(ML) < [|[ML[* < [[MI|**[[L][*.
(&) REMARK 31.6. Another way to think about the relation between the operator
norm and conorm is the following. Suppose that dim £ = dim F' = n. Then if L €

L(E, F) then the operator v/ L*L is a positive semi-definite operator. Enumerate
the eigenvalues of v L*L as

repeated according to multiplicity. These numbers are usually called the singular
values of L. Then

IL]?P = o1(L),  co(L) = an(L).

This can be understood pictorially as follows: the image LFE(1) of the closed unit
ball £(1) C E is an ellipse in F. The lengths of the two semi-axis of this ellipse
are precisely the operator norm and the conorm respectively. See Figure 31.1.

We now present a version of the Inverse Function Theorem for Lipschitz maps.

THEOREM 31.7 (The Lipschitz Inverse Function Theorem). Let L: E — F be a
reversible linear dynamical system, and let ¢: E — F' be Lipschitz. If

lip(¢) < co(L), (31.2)
then L + ¢ is bi-Lipschitz and

1

lip((L+¢)™") < co(L) —lip(¢)

(31.3)
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Figure 31.1: The operator norm and the conorm.

Proof. We first show that L + ¢ is bijective. That is, for any w € F', we want to
prove that there exists a unique v € E such that (L +¢)(v) = w. This is equivalent
to proving that the map

X, E— E, X,(v) =L 'w— L '¢(v)

has a unique fixed point. As in the proof of Proposition 30.18 it suffices by the
Banach Fixed Point Theorem 30.17 to show that X, is a strict contraction. For
this we argue as follows:

1 X0 (1) — Xy (0)lp < [[IL7'p(u) — L™ (v) |5
<L Pg - lip(e)lu — vl|e
< |[lu—v|g

by the last line used (31.2).
It is clear that L+ ¢ is Lipschitz. It remains to prove that (L+¢)~! is Lipschitz,
with Lipschitz constant satisfying (31.3). Given u,v € E. we have

(L +¢)(u) = (L+ @) ()llr = [|L(u=v)|[r = [[¢(u) = o(v)]|F
> (co(L) —1lip(¢))[lu — v]| 5.
Thus writing u = (L + ¢) ' (w) and v = (L + ¢)~'(2), this gives
lw = 2]l = (co(L) = lip(é)) [|(L + ¢) " (w) — (L + )~ (2)
which proves (31.3). This completes the proof. n

Y

We will also need the following extension of the Banach Fixed Point Theorem
30.17.

THEOREM 31.8 (Parametric Banach Fixed Point Theorem). Suppose (X, dx) and
(Y, dy) are two metric spaces. Assume that Y is complete. Endow X x Y with the
box metric

d((z,y), («',y)) = max {dx(z,2"),dy (y.y) }.
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Suppose ®: X xY — Y is a continuous map with the property that there exists
0 < a < 1 such that

dy(®(z,y1), P(z, 1)) < ady (y1,92), V(7 y1,92) € X XY XY,

Then for each x € X, the map ®(x,-): Y — Y has a unique fixed point. If we
denote this fixed point by ¢(x), then the map ¢: X — Y is continuous. Moreover
if ® is Lipschitz then so is ¢.

Proof. Each map ®(z,-) is a strict contraction, and hence by the Banach Fixed
Point Theorem 30.17 has a unique fixed point. Thus ¢ is well defined. Now fix
xr1, T2 € X. We compute

dy(¢($1),¢($2)) = dy(q)($1a¢($1))a‘b($2, ¢($2)))
< dy(q)($1,¢($1)))7®($1,¢(1‘2))) + dY(q)(Ih ¢(I2))a (I)($2>¢(952)))
< ady(p(w2), (1)) + dy(® (21, 6(2)), B (w2, B(12))),

where we used the fact that ¢(z;) is a fixed point of ®(z1,-) and analogously for
¢(x2). Since 0 < o < 1, we have

y (6(2), 6(12)) < = d (a1, 6(22)), B (1, 6(1).

-«
Since (-, ¢(z2)) is continuous by assumption, the result follows. ]
NOTATION. Given r > 0 we denote by
LB, F) = {Le L(E,F)| L] <}

the closed ball in the operator norm of radius r about the zero map (thus £, (E, F') =
L(E, F)(r) in earlier notation.)

We now prove the main technical step needed to establish Proposition 31.2.

PROPOSITION 31.9. Suppose E = F & G is a normed vector space, endowed with
a norm || - ||g which is of box-type with respect to the splitting. Let L: E — E be
a reversible linear dynamical system, and write L in matrix form as

A B
L:(C D).F@G—>F@G.

Suppose there exist two constants \,e > 0 such that

Ae<l (31.4)

and
max {|A™P5, [ Dllde} < A, (31.5)
max {||B|& m |Cl#e} <&, (31.6)

Then there is a unique linear map Ky: F' — G with |[K||7 < 1 such that the
linear subspace
gr(Kp) ={(v,Kpv)|lve F} CFE

4



is L-invariant. Moreover for all u € gr(K) one has

|MW2(§—Quw. (31.7)

Finally, K;—and hence also gr(K)—depends continuously on L.

Proof. As before, we will reduce the problem to finding a fixed point for a map
X: Li(F,G) = L1(F,G). It suffices to show there is a unique map K € L;(F,G)
such that L(gr(K)) C gr(K). Indeed, since L is invertible, such an inclusion is
necessarily an equality, so

L(gr(K)) = gr(K).
Thus suppose K € £,(F,G) has the property that L(gr(K)) C gr(K). Take v € F.

Then since
A B v\ [Av+ BKv
C D)\Kv) \Cv+DKv)’

K(Av + BKv) = Cv+ DKwv.
This holds for all v € F' and hence

we must have

K(A+ BK) =C + DK.

By (31.5) and (31.6) and the fact that || K|/, < 1, we have

CO<A) Z ’ HBKH%I,)F S <,

> =

and hence by the Lipschitz Inverse Function Theorem 31.7, the map A + BK is
invertible. Thus
K =(C+DK)(A+ BK)™,

and we are led to consider the map
X: Ly(F,G) = L(F,G)

given by
X(K)=(C+ DK)(A+ BK)™. (31.8)

We need to check that X is a contraction, and that X maps £, (F,G) into itself. To
see the latter point note that using (31.5) and (31.6), the Lipschitz Inverse Function

Theorem tells us that ]

1A+ BE) e < +—,
A

and hence

IX(E) 7 < 1€+ DE|[F6 - I(A+ BM) |7y

Ate

1
Y 9

< < 1.




Since for any K € L1(F,G) one has
X(K)(A+ BK)=C+ DK,
we have by rearranging that for any K, Ky € £,(F, G),
X(Ky) - X(Ky) = (D — X(K)B)(Ky — Ko)(A + BEK)) ™.
Since || X (K)||7 < 1 we therefore have

Ate
1
by

X (57) = X (K7 < 153 = Kol

— &

which proves that X is a contraction.

Since the norm || - ||z on E is of box-type with respect to the splitting FF & G
and K has norm at most 1, the norm of a vector in gr(K) is given by the first
component. Since L(v, Kv) belongs to gr(K) we thus have

1
L0, Kol = v+ BEels = (5 =¢) ol

which proves (31.7).

Finally, we want to show that the map L — K = K/, is continuous. Denoting
by S the set of linear maps L: E — FE that satisfy the hypotheses of Proposition
31.9, consider the map

O: Sx Li(F,G)— Li(F,G), ®L,K)=X,(K),

where X is the map defined above for a given specific L. The map ® is contin-
uous with respect to both L and K, and the computation above shows that the
hypotheses of the Parametric Banach Fixed Point Theorem 31.8 are satisfied, with

Ate
T .
X—E

Thus Theorem 31.8 tells us that the map L — K is continuous, and hence the
same is true of the map L + gr(K) C E. This completes the proof. [ |

We conclude this lecture by proving Proposition 31.2.

Proof of Proposition 31.2. We may assume that the norm || - || on E is adapted to
L and of box-type with respect to the hyperbolic splitting. Let 7 = 7(L) denote

the skewness of L, so that
L, 0
= (1)

ILeall® <7, [ LsslI” < 7

with

Fix 7 < A< land 0 < ¢ < 1—A}. Choose 6 > 0 small enough so that if
|M — L||°° < 6 then both M and M ™! are invertible and:



(i) M satisfies the hypotheses of Proposition 31.9 with respect to the decompo-
sition £ = E* @ E* (note the order!)

(i) M~! satisfies' the hypotheses of Proposition 31.9 with respect to the decom-
position £ = E° @ E* (again note the order!)

Thus by Proposition 31.9 there are two maps Ky, € £,(E", E®) and K, € L£,(E*, E")
such that gr(Ky,) and gr(K’),) are both M-invariant, and such that M |4k, is ex-
panding and M|y ) is contracting. Therefore gr(Kys) Ngr(K},) = {0}. Since the
spaces have complementary dimensions, we see that E' is the direct sum of gr(K ;)
and gr(Kj,;). Thus M is a hyperbolic linear dynamical system with hyperbolic
splitting

E*(M) = gr(Ky),  E"(M) = gr(Ku).

Finally, the continuity statement follows from Proposition 31.9. This completes the
proof. [ |

'Here we are using the fact that if |[L — M||°P is small then |[[L=! — M~1||°P is also small,
since
L' M1'=L""(\M-L)M .



LECTURE 32

The Hartman-Grobman Theorem

Suppose f: 2 C EF — E is a dynamical system, and that u € Q is a fixed point. As
you learnt in Calculus, the differential D f(u) can be thought of as the “best linear
approximation” to f at u. That is, near u the function g(v) == f(v) — D f(u)(v—u)
is' o(v —u). From a dynamical point of view though, the fact that Df(u) is a
good linear approximation to f near u means practically nothing: in general there
is no relation whatsoever between the dynamics of the non-linear system f and the
linear system D f(u).

In the presence of hyperbolicity however, it’s another story entirely. The aim of
today’s lecture is to prove a celebrated theorem of Hartman and Grobman, which
roughly speaking says that a dynamical system f is conjugate to its differential in
a neighbourhood of a hyperbolic fixed point. To make this precise let us introduce
the following notion.

DEFINITION 32.1. Suppose f: X — X and g: X — X are dynamical systems on
the same space X, and that € X is a common fixed point of f and g. We say
that f and g are locally conjugate at x if there exists a neighbourhood U of x
and a continuous map h: UUg(U) — X which is a homeomorphism onto its image
such that

hogly = foh|y.

Note that the local conjugacy h is not a true conjugacy since neither f|y or
glnw) is a dynamical system (i.e. we are not assuming that U is g-invariant or that
h(U) is f-invariant). Here is the statement of the Hartman-Grobman Theorem.

THEOREM 32.2 (The Hartman-Grobman Theorem). Let f: Q0 — E be a dynamical
system. Assume that u € () is a hyperbolic fixed point of f. Then f is locally
conjugate to D f(u) at u.

The assumption u = 0 is made only to simplify the statement (since 0 is always
a fixed point of Df(0)).

REMARK 32.3. Theorem 32.2 tells us that the dynamics of a (perhaps arbitrarily
complicated) map f near a hyperbolic fixed point are entirely determined by a
single linear map. This is a remarkably strong result—it effectively reduces the
study of the local hyperbolic dynamics of non-linear systems to the study of linear
dynamical systems. Do not however let this fool you into thinking that hyperbolic
dynamics are in any way “simple”! In fact, quite the opposite is true, as we shall
see later on in the course when we explore the relationship between hyperbolicity
and chaos and positive entropy.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. = Last modified: June 08, 2020.
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NOTATION. Let* C°(E) denote the space of continuous functions ¢: E — E. Given
¢ € C°(E), we set
[6]lo = sup [[¢(v)]]
veE

(the “0” stands for the fact that this is the CY norm). We denote by CP(F) the
bounded functions:

Cy(E) = {p € CUE) | 4]0 < oo} .
The space (C(E), | - |lo) is a Banach space.
The main step in the proof of Theorem 32.2 is the following result.

PROPOSITION 32.4. Let L: E — E be a hyperbolic linear dynamical system, and

suppose || - || is a norm which is adapted to L and of box-type with respect to the
hyperbolic splitting E = E* & E*. Let T = 7(L) denote the skewness of L with
respect to || - ||, and suppose ¢,v € CY(FE) are Lipschitz with

max {lip(¢), lip(¢)} < min {1 — 7, co(L)}. (32.1)

Then there exists a unique n € CP(E) such that id +n is a homeomorphism which
serves as a topological conjugacy from L + v to L + ¢:

E
lid +n (32.2)

E——F

L+
E——

id+n

¢
L+vy

REMARK 32.5. The assumption (32.1), together with the Lipschitz Inverse Function
Theorem 31.7, tells us that both L+ ¢ and L+1) are bi-Lipschitz homeomorphisms.

Proof of Proposition 32.4. Again, the proof strategy is to first reformulate the prob-
lem to finding a fixed point. For this observe that (32.2) is equivalent to

L+ ¢+n(L+¢)=L+ Ln+(3id+n),

or
¢ +n(L+ ¢) = Ln + ¢(id +n).
Writing this in terms of the splitting £ = E* & E* we get

qbs + US(L + Qb) = Lssns + ¢s(1d +7]>7

and
Gu + (L + @) = Lyynu + ¢, (id +1),

that is,

2We adopt slightly different notational conventions here than in Dynamical Systems I, as it
will be important to keep track of the regularity.
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s = (Lssns + s (id +n) — é5) (L + ¢)_1>
M = Loy (6w +1u(L + ¢) = 1hu(id +1)) .

Thus we are led to the map
X:CY(E) = CHE), X = (X,, X.), (32.3)

where

Xo(n) = (Losns +s(id +n) — ds) (L + )"

Xu(n) = Ly (du + (L + 6) — thu(id +1)
Note that X is well defined, since as ¢, 1 and n all belong to Cy(F) so does® X (n).
We now verify that X is a strict contraction, which as usual then furnishes us a
unique fixed point via the Banach Fixed Point Theorem 30.17. For this suppose

n,¢ € CY(F). Write X = (X, X,,). Since || - || is of box-type it suffices to estimate
[Xs(n) = Xe(Ollo and || Xu(n) = Xu(¢)llo- We compute:

1 Xa(n) = Xo(Oly = | (Las(ms = Co) + ¥s(id +n) — s (id+Q)) (L + 6) 7|,
(Laslts =€)+ vuid+n) = 41 +0) ) (L + )7 (0)

= s | (L = )+ -4 = (i +0) ) ()
< sup (7 () = ()| +1ip(8) - [lw) = C(w)])

< (7 +1ip(¥)) 7 = Cllo-

A similar computation shows that

1Xu(n) = Xu(Ollo < (7 + 7lip(¥))[In = Clo- (32.4)

Thus X is indeed a contraction, and hence has a unique fixed point 7, and hence
we have solved (32.2). It remains to show that id +7 is a homeomorphism®. Inter-
changing ¢ and v, we find a unique ¢ such that id +( is a conjugacy from L + ¢ to
L+ ¢:

—> E
id 4¢ kd—l—( (32.5)
—> E

3This can be seen explicitly by taking ¢ = 0 in (32.4).

4You have probably seen this argument in various other guises in your other courses. Ab-
stractly, this comes down to a category-theoretic statement that morphisms defined by universal
properties are always isomorphisms. Ignore this footnote.
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If we splice the diagrams (32.2) and (32.5) together we obtain

L+¢

E E

id +n id +n

p__1 . g

we see that (id +¢)(id +n) is a conjugacy from L + 7 to itself:

p__1 . g
(id +¢)(id +n)l (id +¢)(id +n)
However another conjugacy from L + ¢ to itself is given by the identity id!
P . g

Thus by uniqueness of such conjugacies, we must have
(id +¢)(id +n) =id.

Similarly
(id+n)(id+¢) = id.

This proves that id +7 is a homeomorphism, and thus completes the proof. [ |

(&%) REMARK 32.6. Here is an alternative slicker proof of Proposition 32.4. As
mentioned in Remark 29.2 there was no real need (other than to slightly simplify
things) to restrict to finite-dimensional normed vector spaces in all our definitions.
In particular, Proposition 30.18 is valid for hyperbolic operators on Banach spaces.

The operator X: CP(E) — CP(E) defined in the proof of Proposition 32.4 is
actually itself a Lipschitz perturbation of a hyperbolic operator on the Banach
space CP(E), and thus Proposition 32.4 is an immediate corollary of Proposition
30.18. Let us briefly explain the details.

Let L: F — E be a reversible linear dynamical system. Using L, we define
another reversible linear dynamical system on T}, on the Banach space CP(E):

T.: CY(E) — CUE), Tr(n):==LonoL .



With a bit of work, one can show that if L is hyperbolic with splitting ¥ = E*&® E*
then so is Ty,. The corresponding hyperbolic splitting of CP(E) is given by

C’S(E) =&Y,
where

£ = {6 CY(E) | 6(E) C B},
£ = {6 € CUE) | $(E) C E"}.

Now consider a perturbed operator

Tpg(n) == Lono(L+¢)".

Provided lip(¢) is small, T}, 4 is a Lipschitz perturbation of 77, and hence T}, 4 is
also hyperbolic (this follows from either Corollary 29.8 or Proposition 30.18).
Finally, the operator X from (32.3) can be written in the form

X =Tr4+E,

where £ € CP(CY(E)) (i.e. a bounded function on the space of bounded functions).
Moreover lip(§) can be estimated in terms of lip(¢), and hence if lip(¢) is small
enough then X is a Lipschitz perturbation of the hyperbolic operator 7%, 4. Using
this, the desired fixed point could be found by applying Proposition 30.18 to T}, 4+
¢ on CP(E). See also Problem R.4, which studies the manifold version of this
statement.

We now prove Theorem 32.2.

Proof of Theorem 32.2. Without loss of generality we may assume that u =0 € €.
If the theorem holds for one norm on £ then it holds for all norms on E, so without
loss of generality we may assume that the norm || - || is adapated to D f(0) and of
box-type with respect to the hyperbolic splitting £ = E* & E". Let 7 be the
skewness of Df(0) with respect to || - ||. The idea of the proof is very simple:
since in a neighbourhood of 0, f is a Lipschitz small perturbation of D f(0) (by the
Mean Value Theorem 30.11), we hope to apply Proposition 32.4 with L = D f(0),
¢»=f—Df(0)and ¢ = 0.

There is a bug with this argument however: the Lipschitz constant of f — D f(0)
is only small near 0, and not on the entire’ space E. Unfortunately, in the proof
of Proposition 32.4 it was essential that we worked on the entire space E. Indeed,
if we tried to prove the same result for maps defined only on a ball, then to apply
the Banach Fixed Point Theorem 30.17, we would need to show that the operator
X from (32.3) mapped the ball to itself—and this in general is false. So we need
another idea.

Luckily, cutoff functions come to the rescue, and we proceed as follows: Choose
a continuously differentiable function §: E — [0, 1] such that

Bv) = {1’ vl with  |DA()| <3, VovekE.

| <3,
0, o]l >3,

5Even worse: f is only defined on ©, and not on all of E!
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Now consider the map ¢ = f — Df(0): Q@ — E. Then ¢(0) = 0 and D¢(0) = 0.
Choose 19 > 0 small enough such that E(rg) C Q. For 0 < r < r¢ consider

¢ E—E,  ¢(v) = B e), vl <ro
0 ol > ro.
Then ¢, is a bounded continuous function on all of E, which agrees with ¢ on (g)
and which vanishes outside of E(z—;)
We claim that lip(¢,) — 0 as  — 0. By the Mean Value Theorem 30.11 it
suffices to show that sup,cp || D, (v)||® — 0 as r — 0. For this note that

1
IDo @I < [DA(2)] - ol + 8] IDo@I.  (326)
Since ¢(0) = D¢(0) = 0, for any € > 0 there exists 0 < r(g) < ry such that
ll<r@) = <l md Do <E (32)

Since ¢, vanishes outside of £ ( %’”) we have

sup | D (0)|[* = sup[[Dg, (v)][[*.
veE

vEE(r)

If r < r(¢) then from (32.6) and (32.7) we obtain that for v € E(r),

£
D (v)||P <3+~ ~- 7‘+1-§

<

This proves the claim.
In particular, if we set

€ = min {1 -7, CO(Df(O))}7

then for r < r(e) the function ¢, satisfies the hypotheses of Proposition 32.4 with
L = Df(0), ¢ = ¢, as above and ¥ = 0. Thus there exists a homeomorphism
h =id+n: E — E such that

ho (Df(0) + é.) = DF(0) o h
Setting U = E(g), we have
ho flu =Df(0)oh|y.

This completes the proof. [ |



LECTURE 33

Stable and Unstable Manifolds

In this lecture we introduce the stable and unstable manifolds of a dynamical
system.

DEFINITION 33.1. Suppose f: ) C E — FE is a dynamical system, and suppose
u € U is a hyperbolic fixed point of f. We define the local stable manifold of «
with radius r to be

Wit (u, f) = {v € Q||| f*(v) — ul| < r for all k >0, and kh}go ) = u} .

Thus Wi, ,.(u, f) is the set of vectors v € Q such that f*(v) € B(u,r) for all k > 0,
and which are eventually asymptotic to u. Similarly we define the local unstable
manifold of v with radius r to be

Wiger(u, f) = {v € Q| £ *(v) —ul| <7 for all k>0, and ]}Lrgof_k(v) = u} :

The definition also makes sense for » = oo, but this has a different name.

DEFINITION 33.2. Suppose f: {2 — FE is dynamical system and u € €2 is a hyper-
bolic fixed point of f. The global stable manifold of u is the set

We(u, f) = {v € Q| lim f*(v) = u},

k—o0

and the global unstable manifold of wu is the set
W (u, f) = {v € Q| lim f*w) = u}
k—00

The local stable manifold depends on the choice of norm on FE, whereas the
global one does not. It is clear from the definition that

We(0,f) = JWie, (0. £), W0, f) = | W0, ). (33.1)
r>0 r>0

Both the local and global stable manifolds are f-invariant sets:

FWiew (s ) € Wioew(u, ), F(W(u, f)) € W*(u, f),

and the local and global unstable manifolds are f~!-invariant sets:

o (Wiaen(u ) € Wige, (u, ), fH (W (u, f)) € W (u, f).

At the moment you should think of W?* and W* as being sets. The name
“stable manifold” is rather suggestive, and indeed, we will prove these are genuine
manifolds next lecture'. In this lecture, however, we will simply regard them as
subsets of E. In the linear case, the stable manifold coincides with the stable space:

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. = Last modified: June 08, 2020.
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ExAMPLE 33.3. Let L: EF — FE be a hyperbolic linear dynamical system with
hyperbolic splitting £° & E*. Then

W*0,L)=E* and  W"(0,L) = E".

Moreover if the norm || - || on E is adapted and of box-type with respect to the
hyperbolic splitting and E*(r) :== E(r) N E® and E*(r) = E(r) N E*, then for any
0 < r < oo one has

Wi (0, L) = E*(r)  and Wy, (0, L) = E*(r).

REMARK 33.4. In fact, these definition even make sense without the assumption
that u is a fixed point. If f: X — X is a reversible dynamical system on a metric
space, then for any point x € X, we define the stable manifold

W(e, f) = {y € X lim d(f*(@), f*(y)) =0},
and the unstable manifold

Wz, f) = {y € X| lim d(f*(z), f*(y)) = O}.

k—o0

In this level of generality however, the name is a misnomer, since the sets W*"(z, f)
and W*(x, f) are typically not manifolds!

Let us suppose now that u =0 € Q and f is of the special form
f=L+ o, where »(0) =0, (33.2)

where L is a hyperbolic linear dynamical system and ¢ is a Lipschitz map satisfying
with sufficiently small Lipschitz constant.

REMARK 33.5. Assumption (33.2) is not really a restriction, provided we are only
interested in the local dynamics. Indeed, Proposition 30.12 tells us that any dy-
namical system f is of (33.2) in a small neighbourhood of a hyperbolic fixed point
u, with L = Df(u) and ¢ = f — D f(u).

We now present several alternative characterisations of the (local) stable mani-
folds, in a similar vein” to Proposition 29.10. The results are stated only for stable
manifolds, but it is easy to reformulate them for the unstable manifolds.

PROPOSITION 33.6. Let L: E — E be a hyperbolic linear dynamical system with
splitting E = E* @ E* of skewness 0 < 7 < 1 with respect to a norm || - || which is
adapted to L and of box-type with respect to the splitting. Let ¢: E(r) — E be
Lipschitz continuous map satisfying

lipl¢) <1—7,  ¢(0)=0.

Set
f=L+¢.

2Indeed, in the case ¢ = 0, the next result reduces to Proposition 29.10, by Example 33.3.
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Then the local stable manifold Wy _ (0, f) can be alternatively characterised as:

Wi (0.0) = {v € B | [/50)] < 7 for all k > 0}
={v e E(r)| ff(v) € E(r)Ncone (E*) for all k > 0}

= {ve B [ 1" @)l < (v +1ip(6))" |[o] for all k> 0}.
Proof. First note that for any v,w € E(r), we have

Hfs(v) - fs(w>H = HLss<vs - ws) + ¢s<v) - Qbs(w)H
< (7 +1ip(¢)) [[v — w]]. (33.3)

Next, we claim that for any v,w € E(r), one has

v —w & conep (E*) = f(v) = f(w) ¢ cone;(E?). (33.4)
Indeed,
| fu(®) = fu(@)[| = || Luw(ve — wa) + ¢u(v) = pu(w)||
> 2o — wall = lip(@)llv = wl.
Since the norm || - || is of box-type, if v —w ¢ cone;(E?) then ||[v — w|| = ||v, — wa ||,
and hence

.
I£u06) = 2wl 2 (3= 6(6) ) 10 - wll (33.5)
Combining this with (33.3), we obtain

(L —1lip(¢))
(7 +lip(¢))

Since 7 + lip(¢) < 1, we have X — lip(¢) > 1, and hence

[fu(v) = fulw)| > [ fs(v) = fs(w)]l;

that is, f(v) — f(w) & coney(E?®). This proves (33.4).

We now prove the proposition. It is clear that Wy (0, f) is a subset of the
first set on the right-hand side. Let us prove that the first set on the right-hand
side is contained in the second. Suppose there exists w in the first set on the
right-hand side, but such that u does not belong to the second set on the right-
hand side. Thus f*(u) € E(r) for all k > 0, but there exists an n > 0 such that
v = f"(u) ¢ cone;(E£®). By (33.5) applied with w = 0, we have f(v) ¢ cone;(E?),
and thus from (33.5) we have

[fu(v) = fulw)]] = [ fs(v) = fs(w)]]

111> (3~ tipte) ) Jol.

Arguing inductively, we see that f*(v) ¢ cone;(E?®) for all k> 0, and moreover

71 = (5~ 1@)) fol



Since v ¢ cone;(E®) we have in particular that v # 0. Thus (|[f*(u)]),., is an

unbounded sequence of real numbers, which contradicts the fact u belongs to the
first set on the right-hand side.

Next, let us prove that the second set on the right-hand side is contained in the
third. Assume v has the property that for any k > 0, f*(v) € E(r) N cone;(E?).
Then by (33.3),

If @) = lfs(@)] < (7 +lip(¢)) [Jo],

and thus inductively for any k > 1,

LA )] < (7 +1ip(0))" [Jol].

Finally, it is clear that the third set on the right-hand side is contained in I/VlfJCJ(O, 1)
This completes the proof. [ |

Here is the global version.

COROLLARY 33.7. Let L: E — FE be a hyperbolic linear dynamical system with
splitting E = E° & E* of skewness 0 < 7 < 1 with respect to a norm || - || which
is adapted to L and of box-type with respect to the splitting. Let ¢: EE — E be
Lipschitz continuous map satisfying

lip(¢) <1—7,  &(0)=0.

Set
f=L+¢.

Then the global stable manifold W*(0, f) can be alternatively characterised as:

W*(0, f) = {v € E|3r >0 such that || f*(v)|| <r for all k > 0}
={v e E| ffv) € cone;(E®) for all k > 0}

- {v e E||f* )| < (1 +lip())* ||v]| for all k > o} .

Proof. Immediate from (33.1) and Proposition 33.6. ]

Now let us apply Proposition 33.6 to the local stable manifold of an arbitrary
dynamical system with a hyperbolic fixed point.

PropPOSITION 33.8. Let f: Q0 — E be a dynamical system and suppose u € € is
a hyperbolic fixed point of f. Then for r sufficiently small there exists C' > 1 and
0 < p < 1 such that the local stable manifold of radius r can be characterised as

Wier(u, f) ={veQ||ff(v) —ul| <rforalk>0}
={ve Q|| W) —ull <r |f*(v) —ull < Cutllv — ul| for all k > 0}.

Similarly for r sufficiently small there exists C' > 1 and 0 < u < 1 such that the
local unstable manifold of radius r can be characterised as

W (u, f)={veQl|f F(v) —ul| <r for all k > 0}
Lo e QI FH0) —ull <7, 1) — ull < bl — ul for all k > 0}
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Proof. We will prove the result for the stable manifold W_ (u, f) only. If the
claim holds for one norm then it holds for all norms (albeit with different constants
C' and ), and hence without loss of generality we may assume the norm || - || on E
is adapted to D f(u) and of box-type with respect to the hyperbolic splitting of E.
The only non-obvious part is that the first set on the right-hand side is contained
in the second set on the right-hand side for appropriate C, i and all small r.

Without loss of generality we may assume v = 0. Let 0 < 7 < 1 be the skewness
of D f(0) with respect to ||-||. Take C' =1 and let 7 < p < 1. By Proposition 30.12
for r sufficiently small ¢ .= f — Df(0): E(r) — E satisfies lip(¢) < p — 7. Then if
v satisfies || f*(v)|] < r for all k> 0 then

1FF @)l = [(DF(0) + ¢)* ()| < (7 +1ip())" [v]| < p*v]],
by Proposition 33.6. This completes the proof. [ |

A corollary of this result is the following statement, which strengthens Theorem
31.1.

COROLLARY 33.9. Let f: Q0 — E be a dynamical system and suppose u € ) is a
hyperbolic fixed point of f. There exists r > 0 such that if v € 2 satisfies

If5(w) —ull <7, VEEZ,
then v = u. That is, for r sufficiently small, one has
Wiger (s f) N Wige . (u, f) = {u}.

The proof of Corollary 33.9 is left for you on Problem Sheet P.



LECTURE 34

The Stable Manifold Theorem

In this lecture we will prove that the global stable manifold of a dynamical system
f = L+ ¢, where L is a hyperbolic linear dynamical system and ¢ is a Lipschitz
continuous map whose Lipschitz constant is sufficiently small, has a differentiable
structure. For variety this time round we will work with the unstable manifolds.
One can think of the next result as the nonlinear version of Proposition 31.2 (cf.
Example 33.3 and Remark 34.2 below).

THEOREM 34.1. Suppose L: E — E is a hyperbolic linear dynamical system with
splitting E = E* @ E“, and let || - | be a norm which is adapted to L and of box-
type with respect to the splitting. There exists 6 > 0 such that if ¢: E — F is a
Lipschitz map with
lip(¢) <46,  ¢(0) =0,
then if we set
f=L+0,

then there is a Lipschitz continuous map &: E* — E® satisfying

lip(§) <1,  &(0)=0,
and such that
W*(0, f) = gr(¢).
Finally, if ¢ is C' then so is €.

We will not prove the red part of Theorem 34.1. Most of the interesting ideas
are contained in the Lipschitz statement, and verifying that £ is C! if ¢ is as well is
tedious and rather technical. Nevertheless, the consequences of the red statement
are very important. Indeed, it is precisely this statement that tells us that W*(0, f)
is a manifold—thus justifying the name “unstable manifold”—since the graph of
a C! map is itself a C''-submanifold. In fact, with a bit more work one can show
that if ¢ is C? for p > 1 then so is £, and hence if ¢ is smooth then W*(0, f) is a
smooth embedded submanifold. If you are not happy about what this means, fear
not: we will discuss manifolds in the next lecture.

Proof of Theorem 34.1. As usual, we will first reformulate the statement into a
fixed point problem. Let 0 < 7 < 1 denote the skewness of L with respect to || - ||.

Set .
§ = min{ ;T,CO<L)} ,

and suppose ¢: F — F is a Lipschitz map with ¢(0) = 0 and lip(¢) < . We will
look for a Lipschitz continuous map &: E* — E* satisfying £(0) = 0 and lip(§) < 1
such that

f(gr(€)) < er(8)- (34.1)

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
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Then at the end of the proof we will show that (34.1) actually implies that gr(§) =
W(0, f). We argue in three steps.

1. In this step, we show that (34.1) can be reformulated as a fixed point
problem. The condition (34.1) is equivalent to saying that for every v € E*,

§(fulv: () = fi(v, £(v)).
Since L, (&(v)) = 0 and Lsv = 0, this reduces to

E(Lunv + ¢u(0,€(v))) = Lys& () + (v, €(v)),

or, denoting by id,, the identity map on E“,

Since we assume lip(¢) < 1, we have

lip(¢u(idy, €)) < 2lip(¢) <20 <1 -1,

and since co(Ly,) > %, by the Lipschitz Inverse Function Theorem 31.7 the map
Ly + ¢u(idy,, &) is invertible. Thus

€ = (Last + 6a(idu, ©)) (L + bu(id,, ) "

This tells us we should consider the map X defined by

X(€) = (Lust + 05(idu, €)) (Luu + dulidu, €)) ", (34.2)

Finding a map & which solves (34.1) is equivalent to finding a fixed point of X.

2. In this step we aim to apply the Banach Fixed Point Theorem 30.17 to X
and thus obtain our desired fixed point £&. Note that we have not yet specified the
domain of X. This requires a bit of care: choosing the domain of X in such a way
that X is a contraction is the most subtle part of the proof. First, let us extend
the operator norm to non-linear maps: given a continuous map ¢ : F' — G between
two linear spaces, define

. [¥(0)lla
[ = sup ==
w20 |[vllr
If 4 is linear, this is just the operator norm.

Now set
2= (€€ COE", E7) | £(0) =0, [l]" < o0}

The space ¥ equipped with the norm || - ||* is a Banach space, as you will enjoy
proving on Problem Sheet P. If ¢ € C°(E, E) is Lipschitz continuous, then clearly
Y € ¥ with

[9]]" < lip(t)).

However there exist non-Lipschitz functions that belong to X. Given r > 0 let

Y(r) = {¢ € ¥ | £ is Lipschitz with lip(§) < r}.



The set 3(1) is a closed subset of the unit ball of 3, and hence is itself a Banach
space. We consider the map X from (34.2) as a map'
X:3(1) = X

To apply the Banach Fixed Point Theorem 30.17, we must show that X (3(1)) C
¥(1) and that X is a strict contraction. The fact that X maps (1) into itself is
easy: if £ € ¥(1) then X (£)(0) = 0 and X (&) is Lipschitz with
7+ 2lip(¢)
T < b

i 2 11P(¢)

and thus X (&) € 3(1). The proof that X is a strict contraction is rather trickier.
Fix &,¢ € 3(1). Let us abbreviate

A= Luyu + dulidy, €): E* — E, (34.4)

lip(X(£)) < (34.3)

Then as already mentioned, A and B are both bi-Lipschitz, thanks to the Lipschitz
Inverse Function Theorem 31.7, and hence in particular both are homeomorphisms.

This means that we can compute the || - ||* norm using A(v) or B(v) instead of v:
. v
ol —sap WO, WOCACDL_ JitBlo)
o ol o TA@I oo 1B

Fix v € E. We compute:

[ X (E)(A@v) = X(OA@)|| <[|X(©)(A(v)) = X(O)(B())]|
+ [ X (O B(v)) X(OAW)
<||Lss(€(v) = ¢ ()] + Hqﬁs(v,f(v)) — s(v, ()
+hp(X(C))|| () Al
<7([€(v) = (V)| +1ip()[I€(v) — C(w)]l
+1ip(9)[[€(v) — C(v)]
<(r + 21ip(¢)) [€(v) = CW)II,

where the penultimate inequality used that lip(X(¢)) < 1. Next, since ¢(0) = 0
and £(0) = 0, we have

AW = [[ Lo + 6(0:60)) = 62(0.€0))]
> ~ol] ~ lip(é) (el + Tip(@) 1)

> (22100 ol

Combining these last three statements, we see that

- < rA2lipe) C1€(0) — ()]

IX© = XOI <155,
_TH2Up(),
T le =l

f you are concerned about whether X (€) belongs to ¥ for £ € (r), see (34.3) below.
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T+21lip(¢)
L —21ip(¢)

3. The Banach Fixed Point Theorem 30.17 therefore gives us a unique § = &,
such that (34.1) holds. Note that for any (v,£(v)) € gr(£), letting u = A~'v, where
A is as in (34.4), gives

Since < 1, it follows that X is a contraction, as required.

fu,&(u)) = (v,£(v)).
Thus we actually have
f(gr(€)) = gr(§).
Finally we prove that gr(¢) = W*(0, f). Since £(0) = 0 and lip(§) < 1, one has
gr(¢) C coney (E*). We will use Corollary 33.7 but applied to f~! (recall last lecture
we used stable manifolds). Set ¢ := f~! — L=!. Since lip(¢) is small, the Lipschitz
Inverse Function Theorem 31.7 tells us that lip(¢)) is also small, and therefore after
possibly shrinking §, we may therefore assume that L~! 1) satisfies the hypotheses

of Corollary 33.7. Since gr(£) is invariant under f~! and is contained in cone;(E")
(note the stable subspace of L™ is E*!), it follows from Corollary 33.7 that

gr(§) € W*(0, f).

Now suppose there exists v € W*(0, f) \ gr(§). Let w = (v4,&(vy)), so that
w € gr(§) and v, = w,. Then v —w ¢ cone; (E"). By equation (33.5) from the last
lecture (but again using L~! + ¢ instead), it follows that

[F7 () = f(w)]] = oo

But since both v and w belong to W*(0, f), we also have

175 (@) = f ™ (w)[| = 0.
This contradiction shows that gr(¢) = W*(0, f), and thus completes the proof’. m

REMARK 34.2. If L: E — F is a hyperbolic linear dynamical system and ¢: £/ = E
is C' and has a sufficiently small Lipschitz constant, then both L + Dg¢(0) and
(L + D¢(0))~! will satisfy the hypotheses of Proposition 31.2 and thus L + Dg(0)
is hyperbolic. In this case not only is the map £ continuously differentiable, but
one can also show that

gr(DE(0)) = E*(L + Do(0)). (34.5)

In words, this is saying that the unstable manifold of L + ¢ is tangent at zero to
the unstable subspace of the hyperbolic linear dynamical system L + D¢(0). We
will use this in the proof of Theorem 34.3 below.

We now prove the following theorem, which is one of the cornerstones of hyper-
bolic dynamics. Again, for variety this time we will use the stable manifold.

THEOREM 34.3 (The Local Stable Manifold Theorem). Let f: Q@ — E be a dy-
namical system and suppose u € §2 is a hyperbolic fixed point of f. Then for r > 0
sufficiently small the stable manifold Wy, .(u, f) is an embedded C" submanifold
of ¥ which is diffeomorphic to a ball in E*.

2Apart from the red statement, which we are skipping. ..
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If you are not yet familiar with submanifolds, don’t worry: the proof will make
it clear exactly what exactly we mean by an “embedded C! submanifold”. The
following proof is non-examinable, since it is rather involved.

(&) Proof. Denote by || - || the norm on E. Without loss of generality we may
assume that u = 0 € Q. Let E = E* ® E" denote the hyperbolic splitting corre-
sponding to D f(0). Since the local stable manifold depends on the choice of norm,
this time we cannot assume our norm | - || is already adapted to Df(0) and of
box-type with respect to the hyperbolic splitting. Thus let us denote by || - ||, the
norm obtained from || - || via the procedure from Lemma 29.14, and let 0 < 7 < 1
denote the skewness of D f(0) with respect to || + ||an. We will first prove the result
using the norm || - ||ap, and then explain how to deduce the same result for the
original norm || - ||. To help distinguish the two norms, let us denote by

E(r) == the closed ball of radius r about 0 with respect to || - ||,
E(r) == the closed ball of radius r about 0 with respect to | - ||ap,
and

Wieer(u, f) = the local stable manifold with respect to || - ||.
W\lf)w(u, f) == the local stable manifold with respect to || - ||ap-

Fix a C* function f: E — [0, 1] such that:

8u) = {1, lollas < 3.

0, [vllav >3

Let ¢: = f — Df(0): 2 — E. Then ¢(0) = 0 and D¢(0) = 0. We now want to
extend ¢ to a function ¢,: £ — E. Choose r > 0 small enough so that F(3r) C Q.
We will later shrink r further. Define

or(v) =B (5-) 6(v).

Then ¢, is C! and agrees with ¢ on E (r). Just like in the proof of the Hartman-
Grobman Theorem 32.2 if r > 0 is sufficiently small, then lip(¢,) will be small
enough so that the hypotheses of both Corollary 33.7 and Theorem 34.1 are satisfied
(with respect to || - ||ap). This means there is a C* map &,: E¥ — E* with £.(0) =0
and lip(¢,) < 1 such that

W*(0, Df(0) + ¢,) = gr(&,).

Since D¢,.(0) = D¢(0) = 0, the stable subspace of the hyperbolic linear dynamical
system D f(0) + D¢, (0) is just £°, and hence it follows from (34.5) that

Dé&,.(0) = 0.
Since the norm || - ||, is of box type, we can write’

E(r) = E*(r) x E"(r),

3Here we are performing the harmless (ab)use of notation E* @ E* = E* x E*.
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where E*(r) is the closed ball in E* with respect to || - [|ap etc. Consider the C*
embedding i,: £° — E given by

ir(v) = (v,&(v)).
Then ¢ maps E® onto gr(¢,). Since lip(§,) < 1, we have
iy (E\s(r)) =W (0,Df(0) + ¢,) N E(r).

We claim that - - R
Wie (0, ) = W* (0, D(0) + ¢,) N E(r). (34.6)

Since ¢, = ¢ on E(r), it is clear that
Wiser (0, ) CW*(0, DF(0) + ¢,) N E(r)

To prove the other direction it suffices to show that if v € we (O, Df(0) —I—(,br) HE(T)
then (Df(0) + ¢,)*(v) € E(r) for all k > 0, since then (Df(0) + ¢,)¥(v) = f*(v)
for all k > 0. The fact that (Df(0) + ¢,)¥(v) € E(r) for all k > 0 is clear from
Corollary 33.7, which gave us the alternative description of W (0, Df(0)+ gbr) as:

W(0,Df(0) + 1) = {v € B|[[(DF0) + 60 (0)|, < (7 +1ip(@) " Ilollas | -

Thus - R
VVlf)c,'r(O? f) = Zl?” (Es(r))’

which shows that /MZ‘ZC,T (0, f) is an embedded submanifold diffeomorphic to the ball

E5(r).
It remains to deduce the same result for the local stable manifold Wy (u, f)
with respect to the original norm || - ||. Since || - || and || - ||ap are equivalent, we may

choose 0 < ry < r1 < r such that
Witer, (0, f) € Wige, (0, f) € Wiee (0, f).

Set
B = Z;l (V[/lf)c,rl (07 f)) :

Then B is a neighbourhood of 0 in E* which is diffeomorphic’ to a ball (it is a
star-shaped set with respect to the origin in £*, which is squeezed in between the
two balls E%(ry) and E*(r)). Moreover i|g is a C' embedding from this ball onto
Wi, (0, f). This completes the proof. |

4We are concealing some details here. ..



LECTURE 35

Introduction to Differential Geometry

In the next two lectures we will give a brief introduction to the aspects of differential
and Riemannian geometry that we will need during the rest of the course. Most of
this should be familiar to anyone who has attended an introductory course on Dif-
ferential Geometry, although we seize the opportunity to define infinite-dimensional
Banach manifolds, which you are probably less likely to have seen before.

[ None of the material in the next two lectures is directly examinable. ]

To motivate the definition of a manifold, let us first take a step back.

e Suppose A and B are sets. Let
Maps(A, B)

denote the set of all maps f: A — B. Since A and B are just sets, it doesn’t
make sense to ask whether a given element f of Maps(A, B) is continuous.

e A metric space (or more generally, any topological space) consists of a set X,
equipped with an extra structure—the metric—which allows us make sense
of continuity. If X and Y are metric spaces, we can therefore speak of the
subset

C°(X,Y) C Maps(X,Y)

of all continuous functions.

e Roughly speaking, a smooth manifold consists of a metric space M, equipped
with an extra structure—an atlas—which allows us make sense of differen-
tiability. Thus if M and N are manifolds, we can speak of the subset

CP(M,N) c C°(M,N), p=1,...,00,
of functions on M that are p times differentiable.

We already know one special type of metric space on which it makes sense to
differentiate things: namely, normed vector spaces (E, ||-||). In fact, normed vector
spaces are the prototypical examples of manifolds, and in a sense all manifolds are
obtained by piecing together normed vector spaces.

DEFINITION 35.1. Let E denote a finite-dimensional normed vector space, and let
M be a separable metric space. An E-atlas on M is a collection € := {o;: U; — E}
of functions on open subsets of M, such that:
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{U;} is an open cover of M,
the maps 0;: U; — E are homeomorphisms onto their images,

for each pair i, j, the set o;(U; NU;) is an open (possibly empty) subset of E.
If it is non-empty then the map

o =000, 0;(U;NU;) = E (35.1)

must be a smooth (i.e. of class C°) map in the sense of Remark 30.5, which
moreover is a diffeomorphism onto its image.

We call the individual functions o; the charts of the atlas €. If an E-atlas exists,
we call the pair (M, £) a smooth manifold modelled on F.

In practice, we refer to a manifold (M, €) simply by M, leaving the E-atlas to
be understood. Here are some comments on the definition.

REMARKS 35.2.

(i)

(i)

(iv)

One could start with weaker point-set topological hypotheses: namely, one
could require merely that M was a separable Hausdorff space. The exis-
tence of an F-atlas implies that the topology on M is metrisable, and thus a
posteriori, M admits the structure of a metric space.

It may very well be the case that two different F-atlases €; and €, on M define
the “same” smooth manifold (this is analogous to the fact that there are often
many ways to specify the topology on a given topological space). This can be
formally rectified by working with equivalence classes of E-atlases: say that
€1 and &y are equivalent if £; U &, is another E-atlas. Then define a smooth
manifold modelled on E to be a separable metric space equipped with an
equivalence class of E-atlases. Nevertheless, we will avoid the pedantry and
work solely with honest E-atlases.

Since all normed vector spaces of a given finite dimension n are isomorphic,
the only thing that matters is the dimension of E. So instead it is more
common to say that M is an n-dimensional smooth manifold if M admits
an F-structure for some (and hence any) n-dimensional normed vector space.
Normally, one just takes E = R™. Nevertheless, it can often be insightful
to keep track of E: for example, the manifold version of Stable Manifold
Theorem states that W* is a manifold modelled on E*.

The “smooth” in the name “smooth manifold” refers to the fact that the
functions o;; in (35.1) are of class C*. It is sometimes useful to work with
less regularity. Given 1 < p < oo, a CP-manifold modelled on E consists
of a pair (M, &), where € is an atlas of class CP, i.e. an atlas with the
property that the maps o;; from (35.1) are of class CP.

Exactly the same definition works if E is a Banach (or Hilbert) space. This
gives rise to the notion of a Banach manifold. In this case, however, one
really does need to keep track of EF—the “dimension” alone is not enough!



Moreover when FE is infinite-dimensional, the requirement that the topology
on M is metrisable cannot be replaced with “Hausdorft” (cf. (i) above). An
example of an infinite-dimensional manifold is given in Example 35.18 below.

CONVENTION. For convenience, all manifolds we consider are implicitly assumed to
be connected. From a dynamical systems point of view, this is harmless—if a given
manifold has two connected components, then we simply treat it as two manifolds.

EXAMPLE 35.3. Let (E, ||-||) be a normed vector space. Then E admits an E-atlas
consisting of exactly one element: & = {id: £ — E}.

DEFINITION 35.4. Suppose M is a manifold modelled on £ and N is a manifold
modelled on F. A continuous map f: M — N is said to be of class C? if for
every x € M, every chart 0: U — E with z € U, and every chart 7: V' — F' with
f(x) € V| the corresponding map

for=T0foc lia(UNfHV) = F (35.2)

is of class C?. We say f is a diffeomorphism of class C? (for p > 1) if f is a
homeomorphism and f~1: N — M is also of class CP?.

We call the maps f,, - the local representations of f. When the precise choices
of charts ¢ and 7 are not important, we will refer to the local representation using
the simpler notation f instead of f, ;.

DEFINITION 35.5. We denote by Diff?(M, N) the group of all diffecomorphisms from
M to N of class CP, and abbreviate Diff?(M) = Dift?(M, M).

Now let us introduce the tangent space to a manifold at a point x. The tan-
gent space T, M will be a finite-dimensional normed vector space which is non-
canonically isomorphic to E. There are various ways this can be done, here is
one:

DEFINITION 35.6. Let (M, €) be a smooth manifold modelled on E and fix z € M.
Let €, C &€ denote the subset consisting of those charts o;: U; — E for which x
belongs to U;. Note that €, is non-empty, since by assumption the {U;} are an
open cover of M.

If 0; and o; are two elements of €, then the differential of the map o;; from
(35.1) at oy(x) is a linear isomorphism

Do;j(oi(x)): E— E.
Thus we can define an equivalence relation ~ on &, x E by declaring that
(oi,u) ~ (0j,v) & Doj(oi(x))u = v.

Let [0y, u] denote the equivalence class containing (o, u). The set of equivalence
classes is denoted by T, M and is called the tangent space to M at x. Any chart
0; € €, determines an isomorphism 7, ,: T, M — E given by

Toa: ToM — E, [o3,0] = v. (35.3)
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It is important to understand that the isomorphism 7, M = FE in (35.3) is not
canonical if €, contains more than one chart.

EXAMPLE 35.7. Let (£, ||-]|) be a normed vector space. Think of E as a manifold,
equipped with the E atlas consisting of the identity only (cf. Example 35.3). Then
for any u € F, the set £, contains exactly one element (the identity), and thus in
this case the identification T, F = F is canonical. In this case we write simply 7,
instead of Jiq,u:

Ju: T.E — E, [id, v] — .

CONVENTION. From now on we write a point in 7, M simply as a vector v, rather
than the more cumbersome notation [o;, v].

DEFINITION 35.8. Suppose M and N are two manifolds modelled on £ and F
respectively. Suppose f: M — N is a map of class CP. The differential of f at a
point x is a map Df(z): T,M — Ty N. This is the unique linear map with the
following property: if o is any chart about = on M and 7 is any chart about f(x)
on N then the following diagram should commute:

M —7 g

Df(x) Dfor(o(x))

TtxyN —— F
f(z) T (o)
Here the map on the right-hand side is the differential Df, ,(o(x)): E — F of the
map (35.2).

The tangent spaces all fit together to define the tangent bundle. This is a special
case of a more general notion of a vector bundle.

DEFINITION 35.9. Suppose M is a manifold modelled on F, and P is a topological
space. Suppose m: P — M is a surjective continuous map. Write P(x) = 7~ !(z).
Let F' denote another finite-dimensional normed vector space. An F-bundle atlas
of m: P — M is a collection F = {\;: 7~ 1(V;) = V; x F'} of functions defined on

open subsets of P such that:

e {V;} is an open cover of M and the functions \;: 7=1(V;) — Vi x F are
homeomorphisms,

e the homeomorphisms \; are required to make the following diagram commute:

A

(Vi) y Vix F

™ proj
i

where proj: V; x F' — V; the projection onto the first factor. Thus there is a
well-defined map \; ,: P(xz) — F given by restricting \; to P(x),
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o if V; NV, # (0 then for each z € V; NV} the map
)\ij,x = )\j,x o )\1_,:;[ F—F (354)
is a linear isomorphism.

The maps \; are called trivialisations. If such an F-trivialising structure exists,
we say that m: P — M is a vector bundle over M with fibre F'. We call P the
total space and M the base space.

REMARKS 35.10.

(i) As with atlases on manifolds (cf. part (i) of Remarks 35.2), we should really
work with equivalence classes of bundle atlases. We won’t bother, though.

(ii) If 7: P — M is a vector bundle over M with fibre F' then each set P(z)
is non-canonically isomorphic to F' via the map A;,. The total space P can
then be given the structure of a manifold modelled on £ x F', in such a way
that the map 7: P — M is of class C.

DEFINITION 35.11. Suppose 7m: P — M and 6: ) — N are two vector bundles.
Let f: M — N be a of class C?. A fibre-preserving map over f of class C? (for
1 <g<p)isamap &: P — Q of class C? with the property that the following
diagram commutes:

pP—2 40

This means that ® restricts to define a map

®,: P(z) = Q(f(x)).

If this map is a linear map for each z € M then we say that the pair (f, ®) is a
vector bundle map. If f is a diffeomorphism and &, is a linear isomorphism for
each z € M then we say that pair (f, ®) is a vector bundle isomorphism.

DEFINITION 35.12. Suppose 7: P — M is a vector bundle. A section v of 7 of
class C? is a function v: M — P such that 7 o v = Id. We denote by I'’(M, P)
the space of sections of m. The space I'’(M, P) is a vector space, where addition is
defined pointwise:

(11 +12)(@) = (@) + 12(2).

The addition makes sense as it takes place in the vector space P(x). If p < oo, this
defines a Banach space structure on I'’(M, P).

If U C M is an open set we denote by I'’(U, P) the space of sections which are
only defined on U. These are referred to as local sections of P.



DEFINITION 35.13. Suppose w: P — M is a vector bundle with fibre F. Let U C M
be open. A local frame of class C? for P over U is a collection {v1,...,7,} of
elements of I'’(U, P) which form a basis for I'’(U, P) (thought of as a module over
C=(U)).

If a local frame exists for U = M then we call the vector bundle trivial. In this
case P is isomorphic as a vector bundle to M x F'. Most vector bundles are not
trivial, however one can at least always find a basis of local sections.

EXAMPLE 35.14. Suppose w: P — M is a vector bundle with fibre F', and suppose
A Y (V) = V x F is a trivialisation. Let {v1,...,v,} be a basis of F. Define
elements ~; € I'°(V, P) by

Yi(z) = A7z, ).

The sections {71, ...,7,} form a local frame of class C*> for P over V.
We now define the tangent bundle.

DEFINITION 35.15. Now suppose M is a smooth manifold

TM = U T, M

zeM

and let m: TM — M denote the map that sends T, M to xz. We call TM the
tangent bundle of M. We write an element of TM as a pair (z,v)—this is
shorthand for saying that v belongs to T, M.

PROPOSITION 35.16. Suppose M is a smooth manifold modelled on E. Then the
tangent bundle w: TM — M is a vector bundle over M with fibre E.

Proof (Sketch). Let € = {o;: U; — E} be an E-atlas for M. We use € to define a
E-bundle atlas. Define a function \;: 771 (U;) — U; X E by

Ai(z,v) = (2, Tp 2(v)), (35.5)

where 7, , was defined in (35.3). We endow T'M with a topology by declaring
that the \; are homeomorphisms. We claim that F := {\;: 7= }(U;) = U; x E} is
an E-bundle atlas. For this we need to check that the functions \;;,: £ — E from
(35.4) are linear isomorphisms. But this is clear, since unravelling the definitions
shows that.

Aije = Doij(0i(z))

This completes the proof. [ |

DEFINITION 35.17. Let M be a smooth manifold. A vector field on M is an
element of I'°(M,TM).

ExAMPLE 35.18. Here is an example of an infinite-dimensional manifold: if 1 < p <
oo then Diff? (M) is a Banach manifold (cf. part (v) of Remarks 35.2). It is modelled
on the Banach space ['’(M, T M) (i.e. vector fields of class C?). Note however that
Diff**(M) is not a Banach manifold, since I'*°(M, T'M) is not a Banach space.



DEFINITION 35.19. Let f: M — N be of class C?. Define a map Df: TM — TN
by requiring that D f|7, 3 = Df(x). Then Df is of class CP~1, and the pair (f, D f)
is a vector bundle morphism.

We next define submanifolds of manifolds, which are smaller manifolds sitting
inside larger manifolds.

DEFINITION 35.20. Let N be a smooth manifold and suppose M C N is a subset.
We say that M is an immersed submanifold of N if there exists a topology on
M such that M can made into a smooth manifold. This topology need not coincide
with the subspace topology inherited from N. If it does, however, we call M a
embedded submanifold of N.

In a similar way we can speak of submanifolds of class C?.
DEFINITION 35.21. Suppose f: M — N is a C?” map. We say that f is:

e an immersion if Df(x): T,M — Ty N is injective for all x € M,

e a submersion if Df(z): T,M — TN is surjective for all z € M.

Immersions can only exist when dim M < dim /N, and submersions can only exist
when dim M > dim N.

The manifold version of the Implicit Function Theorem that you no doubt re-
member from calculus shows how immersions and submersions can be used to create
new manifolds. We conclude today’s lecture by stating it.

THEOREM 35.22 (The Implicit Function Theorem). Suppose f: M — N is a C?
map.

(i) If f is an injective immersion then f(M) is an immersed submanifold of N,
with dim f(M) = dim M.

(ii) If f is an injective immersion which in addition is a homeomorphism onto its
image then f(M) is an embedded submanifold of N.

(iii) If f is a submersion then for every point y € f(M), the preimage f~1(y) is
an embedded submanifold of M of dimension dim M — dim N.



LECTURE 36

Introduction to Riemannian Geometry

Today we focus on the elements of Riemannian geometry that we will need through-
out the remainder of the course.

DEFINITION 36.1. Suppose M is a manifold modelled on E. A Riemannian
metric' of class CP? on M is an assignment of an inner product

my: T, M x T,M — R, Ve M,
such that the map x — m, is of class CP.

The study of smooth manifolds equipped with Riemannian metrics is (unsur-
prisingly) referred to as Riemannian Geometry. This is a rich and interesting field
of modern mathematics, but not one we will touch upon. For us, however, the
Riemannian metric should simply be regarded as part of the “background”.

Here are some remarks on this definition.

REMARKS 36.2.

(i) The word “metric” is slightly unfortunate, since a Riemannian metric is not
the same as a metric in the sense of point-set topology (i.e. metric spaces).
Nevertheless, the two concepts are closely linked (see Theorem 36.7 below).

(ii) Let us make explicit exactly what it means to say that z — m, is of class
C?. Fix an inner product (-,-) on E, and fix g € M. Let 0: U — E denote
a chart on M containing xy. The chart ¢ determines an isomorphism

jo,x:TxM%E, vaU,

see Definition 35.6. The Riemannian metric m determines a map = — A,
where A,: F — FE is a symmetric positive definite matrix, by requiring

my (v, w) = (ApT5 20, Tozv) , v,we T, M. (36.1)

We can think of A as a map U — L(FE, F). Saying that m is of class C? near
xo is equivalent to saying that the map A is of class C?.

(iii) It can be shown that every smooth manifold admits (many) Riemannian
metrics of any desired class C?. Indeed, it is obvious that they exist locally
(i.e. on chart domains)—simply read equation (36.1) from right to left. To
go from local to global existence one then uses a partition of unity.
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(iv) Most of the time we will be interested in smooth (i.e. of class C*°) Riemannian
metrics. To this end, we adopt the convention that a Riemannian manifold
consists of a pair (M, m), where M is a smooth manifold and m is a smooth
Riemannian metric on M.

(v) Nevertheless, we will sometimes be forced to work with C° metrics. These
metrics are not very useful (for example, Theorem 36.16 below doesn’t hold
for them), however they crop up naturally in hyperbolic dynamics. Roughly
speaking, this is because we will primarily work with C! diffeomorphisms.
Next lecture we will introduce the notion of a hyperbolic set of such a
dynamical system f. In analogy to Proposition 29.11, we will then show that
starting from a smooth Riemannian metric, one can construct a new metric
that is “adapted” with respect to the hyperbolic splitting. Since f is only of
class C*, this new metric is only of class C°.

(vi) Just as smooth functions are dense in the set of continuous functions, smooth
Riemannian metrics are dense in the set of C° metrics. Thus we can always
approximate a C° metric arbitrarily well with a smooth metric. Therefore in
practice, when working with a hyperbolic set of a diffeomorphism f, we first
adapt the metric for f, and then approximate this new adapted metric with
a smooth one. See Proposition 37.15 for the details.

ExAMPLE 36.3. Let (E, (-, ) ) denote a vector space equipped with an inner prod-
uct Since on a vector space there is a canonical identification T, = E for every
point u € E (cf. Example 35.7), we can view (-, -) as defining a smooth Riemannian
metric on E. Thus any vector space can be given the structure of a Riemannian
manifold.

DEFINITION 36.4. A smooth curve on M is a smooth map a: R — M, (here
we think of R as a 1-dimensional manifold, c¢f. Example 35.3. It is convenient to
abbreviate &(t): = Da(t)1, for 1 € T;R = R. We call &(t) the velocity vector of
the curve a at time ¢.

Using a Riemannian metric we can define the length of a smooth curve. Here
and elsewhere, we write || - ||, to denote the norm associated to a Riemannian
metric m.

DEFINITION 36.5. Suppose a: [a,b] — M is a smooth curve” and m is a Riemannian
metric on M. The length of a with respect to m is given by

b
length. (a) = / 16(t) [l dt.

This allows us to endow any smooth manifold with a convenient choice of metric
(in the sense of topology).

2Strictly speaking we should introduce the notion of a manifold with boundary to make sense
of this, since [a,b] has boundary. If you really don’t like this, think of « as being defined on
(a —€,b+¢) for some small € > 0.



DEFINITION 36.6. Suppose M is a manifold and m is a Riemannian metric on M.
Define

dy(x,y) = inflength,, («),
where the infimum is taken over all (piecewise) smooth curves a: [a,b] — M (for
any interval [a, b]) such that a(a) = z and «(b) = y. Due to our standing implicit

assumption that all manifolds are connected, d,,(z,y) is a well-defined finite number
for every pair z,y € M.

As the notation suggests, d,, is a metric.

THEOREM 36.7. Let (M, m) be a Riemannian manifold. The function d,,: M X
M — [0,00) is a metric on M. Moreover the topology induced by d,, coincides
with the original manifold topology on M.

Proof. If a is a smooth curve from x to y, then by traversing along « backwards
we get a new smooth curve from y to . Denoting this curve by &, one has

length, () = length,,(@).

This shows that d,, is symmetric. Next, suppose « is a smooth curve from x to y,
and [ is a smooth curve from y to z. Then the concatenation of v and 3, denoted
by a x 3, is a piecewise smooth curve from x to z. Moreover directly from the
definition,

length,, (v % 5) = length,, (o) 4 length,, ().

We now prove the triangle inequality. Fix z,y,2 € M and € > 0 By definition of
d,, as an infimum, there exists a smooth curve « from z to y, and a smooth curve
B from y to z, such that

dp(x,y) < length,, (o) + g, dp(y, z) < length,,(5) + g.
Then
dm(x, 2) < length,, (o * 8) < dp(2,y) + din(y, 2) + &

Since ¢ was arbitrary, the triangle inequality follows.
The hardest part of the proof is to show that

dm(z,y) =0 = T =y. (36.2)

To prove this, first suppose we are given two points z,y € M with the property
that there exists a chart o: U — E on M whose domain contains both x and y. If
a is a smooth curve from x to y whose image is entirely contained in U, then oo «
is a smooth curve in E from o(z) to o(y). Moreover there exists a constant § > 0
depending only on ¢ such that

length, () > ¢ length(o o ), (36.3)

where the length on the right-hand side is measured with respect to some fixed
norm on F. Now we use the “geometrically obvious” fact that the claim is true in
E. Indeed, the shortest path in F is a straight line, and thus

length(3) = [|lo(x) — o (y)]], (36.4)
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for any smooth curve f from o(z) to o(y). Combining (36.3) and (36.4), we see
that
length,,(a) > d]|o(z) — o (y)ll,

for any smooth curve o from x to y whose image is entirely contained in U. Moreover
the same argument shows that if « is any smooth curve from z to y, then

length,, (o) > length,, (portion of a contained in U)

>0 inf —
>0 infllo(@) =l

> 0.

This shows that d,,,(x,y) > 0 for two points x,y contained in a chart domain. For
the general case, suppose x,y are any two points in M. Let o: U — F denote any
chart about x. If y € U we are done. If y does not belong to E then every smooth
curve « from x to y must pass through OU, and thus

length,, (o) > dp,(z,0U) > 0

by the argument above. This proves (36.2).

We now know that d,, is a metric. It remains to shows that the topology induced
by d,, coincides with the original topology on M. This argument however is a little
more involved, and we omit the details. [ |

DEFINITION 36.8. Suppose (M, m) is a Riemannian manifold. A geodesic on M
is a curve v which is locally length minimising. That is, for any s < ¢ in the domain
of a with t — s sufficiently small,

din(a(s), a(t)) = length,, (ajsq)-

One can characterise geodesics as solutions to a certain second order ordinary
differential equation on M. Therefore the usual existence and uniqueness theorems
for solutions to ordinary differential equations proves the following statement:

LEMMA 36.9. Let (M, m) be a Riemannian manifold. For every x € M and every
v € T, M there exists a unique geodesic o, whose maximal interval of existence is
an open interval containing 0, such that

a,,(0) =z, G, 0(0) =wv

Geodesics behave nicely with respect to scaling. That is, for any x € M,
veTl,Mandt >0,

ax,v(t) = aw,tv(l)' (365)

Here are some examples.

EXAMPLE 36.10. Let (E, (-, >) denote a vector space with an inner product. If
we regard (E o) ) as a Riemannian manifold as in Example 36.3, then geodesics
are straight lines. In this case all geodesics are injective and defined on all of R.
Moreover geodesics are globally length minimising.



EXAMPLE 36.11. As a slightly more interesting example, consider F \ {0}. This
is an open subset of E/, and hence we can consider it as a Riemannian manifold.
Geodesics are still straight lines, but now not all of them are defined on all of R.
Indeed, any straight line passing through the origin determines a pair of geodesics
that are only defined for finite time in one direction (we introduced a “hole” in our
manifold).

EXAMPLE 36.12. If we think of S? as the unit sphere in R3, then the Euclidean
inner product on R? restricts to define a Riemannian metric on S%. Geodesics in
this metric are great circles. In this case, all geodesics are defined for all t € R, but
no geodesics are injective—they are all periodic with period 27w. Moreover geodesics
are only length minimising up to the antipodal point, after which going the other
way round the great circle gives a shorter curve.

In fact, when M is compact geodesics are always defined for all time.

PROPOSITION 36.13. Let (M, m) denote a compact Riemannian manifold. Then
every geodesic o, Iis defined for all t € R.

From now on we will restrict our attention to compact Riemannian manifolds.

DEFINITION 36.14. Let (M, m) be a compact Riemannian manifold. The expo-
nential map of m is the map exp = exp™: T'M — M whose restriction exp, to
T, M is given by

exp,: Tp.M — M, exp,(v) == ay,(1).

One can show that the map exp: T'M — M is smooth. Note that exp,(0,) = z,
where 0, € T,,M is the origin.

LEMMA 36.15. Under the canonical identification Ty, T, M = T, M,
Dexp,(0,) = id.
Proof. Let v € T,M. Then

where (O) used (36.5). ]

It follows from Lemma 36.15 and the Inverse Function Theorem that exp, is a
diffeomorphism in a neighbourhood of 0,. In fact, a much stronger result is true.
To state this, set

TM(r):={v e T,M | |jv|lm <7},  TM(r)= | T.M(),

zeM

and write B,,(z,r) for the open ball of radius r about z in the d,,-metric on M.
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THEOREM 36.16. Suppose (M, m) is a compact Riemannian manifold. Then there
exists r,, > 0 such that for each 0 < r < r,, the restriction of exp, to T, M (r) is a
diffeomorphism onto its image, which is exactly B,,(x,r). In particular,

din (7, exp,(v)) = [[0]|m, V[vllm < - (36.6)

We call r,,, the injectivity radius of m. Equation (36.6) can be interpreted as
saying that exp, maps straight lines in 7, M through 0, to geodesics in M.

EXAMPLE 36.17. The injectivity radius of S?, equipped with the Riemannian struc-
ture from Example 36.12) is 7. (The distance from a point to its antipodal point).

A consequence of Theorem 36.16 is that for » < r,, we can use the inverse of
the exponential map as a chart on M. This concludes all the background material
we need from differential and Riemannian geometry. In the next lecture we will
commence our study of differentiable dynamical systems on smooth manifolds.



LECTURE 37

Hyperbolic Sets

Throughout this lecture, M denotes a compact smooth manifold modelled on a d-
dimensional normed vector space E, and m denotes a fixed (smooth) Riemannian
metric on M. To keep the notation uncluttered, when there is no possibility of
confusion we will write the induced norm on the tangent spaces simply as || - ||
instead of || - ||,,. If A is a subset of M we abbreviate

TuM = U T, M.

z€EA

DEFINITION 37.1. Let M be a compact smooth manifold. A differentiable dy-
namical system on M is an element f € Diff'(M).

As usual when the context is clear we will simply call f a “dynamical system”.

REMARK 37.2. If f is a differentiable dynamical system on M, then any local
representation of f (cf. Definition 35.4) is a local differentiable dynamical system
in the sense of Definition 30.8.

The following key definition generalises the notion of a hyperbolic fixed point
to a manifold setting.

DEFINITION 37.3. Let f be a dynamical system on M, and suppose A C M is an
completely invariant set for f (i.e. f(A) = A.) We say that A is a hyperbolic set
for f if for each x € A the tangent space T, M splits as a direct sum

T.M = E*(z) ® E*(x),
which is invariant for Df, i.e.
Df@@)E*(x) = E*(f(z)),  Df(x)E"(x) = B*(f(x)),
and such that there exists constants C' > 1 and 0 < g < 1 such that
| Df*(x)v]| < O, Ve e A, Vve E(x), Vk >0,

and
|Df ™ (@)v]| < Cu¥|v|l, Veel, Vve Ex), VE>0

(note the notation D f* is unambiguous, since D(f*) = (D f)*).

If A is a single point x then z is called a hyperbolic fixed point. If A is a
periodic orbit O%**!(z) then O¥**!(x) is called a hyperbolic orbit.

REMARKS 37.4.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
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(i) Since M is compact, the hyperbolicity of A is independent of the choice of
Riemannian metric m. (The precise values of the constants C' and p do
depend on the choice of metric m though).

(ii) If A is a hyperbolic set for f then it is also a hyperbolic set for f~'. Any
completely invariant subset of a hyperbolic set is hyperbolic. Conversely, any
finite union of hyperbolic sets is hyperbolic (just take the maximum of the
constants C, ).

(iii) The same argument as in Remark 29.6 shows that the inequalities in the
definition of F*(x) and E*(x) actually hold for all iterates k € Z (and not
just k£ > 0). Thus in particular

|Df(z) || = oo for v € E%(x) as k — o0,
| Df(z)kv| — oo for v e E%(z) as k — oo,

(iv) If 2 € A then as D f(x) is an isomorphism, the dimensions of E*(z) and E"(x)
are constant along the orbit of z. In fact, the dimensions of £*(x) and E"(z)
are locally constant across all of A. This is not immediate, and we will prove
in Proposition 37.12 below.

Nothing in the definition of a hyperbolic set prevents either E* or E* being 0.
Nevertheless, these hyperbolic sets are not very interesting, as the next proposition
shows.

ProprosiTiON 37.5. Let A C M be a hyperbolic set for a dynamical system f.
Suppose that E*(x) = {0,} for each x € A. Then A consists of finitely many
periodic orbits of f. The same is true if instead E*(x) = {0,} for each x € A.

The proof of Proposition 37.5 is on Problem Sheet (). We say a periodic orbit
is expanding if £* = {0} along the orbit, and contracting if E* = {0} along the
orbit.

ExamMpLE 37.6. If f: E — FE is a differentiable dynamical system on a normed
vector space, with u € E a hyperbolic fixed point in the sense of Definition 30.13,
then if we regard E as a smooth manifold then {u} is a hyperbolic set in the sense of
Definition 37.3. Indeed, the only difference between Definition 30.13 and Definition
37.3 in this case is that in Definition 30.13 the hyperbolic splitting is of E itself,
whereas in Definition 37.3 the hyperbolic splitting takes place in T,E. However
after we perform the canonical identification T, F = E (cf. Example 35.7), the two
definitions become identical.

A much more interesting class of examples is:

EXAMPLE 37.7. A hyperbolic toral automorphism fr: T?> — T? is differentiable,
and the entire manifold T? is a hyperbolic set. On Problem Sheet () you are asked
to verify this.

Dynamical systems with the property that the entire manifold is hyperbolic get
their own special name.



DEFINITION 37.8. Let f: M — M be a dynamical system. We say that f is
Anosov' if the entire manifold M is a hyperbolic set for f.

Thus hyperbolic toral automorphisms are examples of Anosov dynamical sys-
tems.

Here is the analogue of Definition 29.9. As in the linear case, given v € T,, M for
x € A\, we write v = (vs,v,) to indicate the components in the stable and unstable
spaces respectively.

DEFINITION 37.9. Let A C M be a hyperbolic set for f with splitting ThM =
E* @ E*. Given x € A and ¢ > 0, we define the e-cones about E*(x) and E"(x)
by:

cones(E*(z)) = {v € ToM | [lou| < ellvdll},
and

cone(E*(x)) = {v € T.M | ||vs|| < eflvull},

Just as in Proposition 29.10 we can alternatively characterise the splitting as
follows.

ProrosiTION 37.10. Let A C M be a hyperbolic set for f with splitting ThAM =
E* @ E". For any x € A, E*(z) can be alternatively characterised as:

E*(z) = {ve T,M | |Df¥(z)v] — 0 as k — oo}
={veT,M|3r>0, |Dff(z)v|| <r, Vk >0}
={veT,M|3e>0, Df*(z)v € cone.(E*(f*(z)), Vk > 0}
Similarly
E*(z) ={veT,M||Df *(z)v|| - 0ask — oo}
={veT,M|3r>0, |[Df *(z)v|| <r, Vk >0}
={veT,M|3e>0, Df *(z)v € cone.(E*(f*(x)), Vk > 0}
In particular, the hyperbolic splitting is unique: if T,M = F*(z) @ F"(z), x € A,

is another hyperbolic splitting for f, then E*(x) = F*(x) and E*(x) = F"(x) for
each x € A.

Proof. We discuss E° only. The proof is essentially the same as Proposition 29.10—
one just needs to remember which tangent space the relevant vectors live in. For
instance, to show that the second set of the right-hand side is contained in the
third, suppose

veT,M\ {veT,M|3e>0, Dff(z)v € cone.(E*(f*(x)), Vk > 0}.

Then there exists k¥ > 0 such that w = Df*(z)v € T'tr(yM does not belong to
cone; (E*(f*(x)). Thus in particular w, # 0, and thus by part (iii) of Remark 37.4

1D (f* (@)wall = 00, [DF"(f*(2))ws| =0,

INamed after the Russian mathematician Anosov.
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as n — o0o. Thus

IDF*(f* @)wll = D (f*(@))wall = [DF" (£ (@))ws]| — oo,

as n — 0o. Thus {Df*(z)v}1>0 is an unbounded sequence of numbers, and thus v
does not belong to the second set on the right-hand side. [ |

We will now show that E*(z) varies continuously with = (and hence also E*(x)).
For this to make sense, we need to introduce a topology on the set of linear sub-
spaces.

DEFINITION 37.11. Let 1 <1 < d = dim M. The [-Grassmannian space is the
set

Grass(M;l) == {F | F'is an [-dimensional subspace of T, M, x € M} .

Let us introduce a topology on Grass(M;l). Suppose (Fj) is a sequence in the
Grassmannian Grass(M;[) and F is another element of Grass(M;l). We specify
what it means for £, — F. Suppose Fy, C T, M and F C T, M. Then we first
require that xp — x. Thus for k sufficiently large we may assume that x; and x all
belong to a chart o: U — E of M. Let \: #1(U) — U x E denote the associated
trivialisation of the tangent bundle over U (cf. the proof of Proposition 35.16). Via
the trivialisation we can see all the subspaces Fj, and F' as subspaces of E. We then
require that there exists a basis (eq,...,¢) of F' and bases (ef,... eF) of F}, such
that ef — e; for each i = 1,...,1.

Since M is compact, the space Grass(M;l) is also compact. Moreover by def-
inition of the topology on T'M, if Fj, — F then for any (z,v) € F there exists
(g, vx) € Fi such that (zg,vx) — (z,0).

PROPOSITION 37.12. If A is a hyperbolic set for f then E*(z) and E“(x) vary
continuously in x € A. In particular, dim E*(z) and dim E"(x) are locally constant.

Proof. Let x € A. We prove that E* is continuous at z. Since the Grassmannian
is compact, it suffices to show that if 2 € A is any sequence such that E*(zy)
converges to some subspace F' C T, M then F = E*(x).

Suppose v € F. Then there exists vy € E*(xy) such that (zy,v;) — (x,v). By
definition of E?, there exists C' > 1 and 0 < p < 1 such that

| Df™"(xr)ve]] < Cu™|lvll, Vn>0, k>1.
Fixing n and letting k£ — oo tell us that
IDf"(z)vl| < Cplvll,  ¥n=>0.

Thus F' C E*(z). Next, after passing to a subsequence, we may assume that
E"(x) — G. The same proof shows that G C E“(z). Since E*(xy) ® E%(xy) =
T, M, it follows that FF & G = T, M, and hence the fact that ' C E*(z) and
G C E"(x) implies that F' = E*(x) and G = E¥(z). This completes the proof. =

The proof prompts the following definition.
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DEFINITION 37.13. Let A C M be a set. A C° subbundle of rank [ of T4yM
consists of a choice of I-dimensional subspace S(xz) C T, M for each z € A such
that S(z) depends continuously on z in the sense of Definition 37.11.

With this definition the continuity of £* and E" proved in Proposition 37.12
can be succinctly stated as saying that £ and E* are C° subbundles of Ty M.

PROPOSITION 37.14. If A is a hyperbolic set for f then its closure A is also a
hyperbolic set.

Proposition 37.14 implies that, taking the closure if necessary, we may always
assume our hyperbolic sets are compact.

Proof. Let us first check that A is completely invariant. Indeed, if 2 € A then
there exists xj € A such that z; — z. Since f(zx) € A and f(xr) — f(z) we have
f(z) € A. Thus f(A) € A. The same argument with f replaced by f~' shows
complete invariance.

Now let us prove that A is hyperbolic. It suffices to show that A\ A is hyperbolic.
Let # € A\ A. Take a sequence z;, € A such that E*(x;) — F C T,M and
E"(x) — G C T, M. The same argument as in the proof of Proposition 37.12 tells
us that

IDfH(@)ol < CuFlloll,  YveF, Vk>0,

and .
IDf*(z)v]| > Eﬁuvu, YoeG, Yk >0,

which implies that F' NG = {0}. But as before, since E*(xy) & E*(zy) = T, M,
we have FF+G =T,M, and hence FF G = T, M is a direct sum. We can therefore
define

E*(z) = F, E'(z) =G.

Since A is completely invariant, if € A\ A then so is the entire orbit OF*!(x).

We now construct a hyperbolic splitting at each point in O}Otal(x) C A\ A. For this
we define

E*(f*(x)) = Df*(@)E* (), E"(f*(x)) = Df*x)E"(x).

Since a linear isomorphism preserves direct sum, we have Ty, M = E5(f*(z)) @
E“(f*(z)) for each k, and since the constants C, i were independent of z € A, the
same argument as above shows that vectors in E*(f*(x)) and E*(f*(z)) satisfy the
required growth/decay conditions. Thus we have constructed a hyperbolic splitting
for every orbit in A\ A. This completes the proof. [ |

We now prove that analogue of Proposition 29.11, which says that up to chang-
ing the Riemannian metric, we may always assume that C' = 1.

ProrosiTION 37.15. Let f be a dynamical system on M, and suppose A is a
hyperbolic set with splitting TxM = E® & E". There exists a Riemannian metric
m, on M and 0 < 7 < 1 such that if || - ||, denotes the norm associated to this
metric then

IDf(z)v|la < 7l[v]a, Ve el ve E(x), (37.1)
IDfH(z)v]a < 7]V Ve el ve E'(x), (37.2)



Such a Riemannian metric m, is said to be adapted to f and A.

Proof. Let C' > 1 and 0 < p < 1 denote the original constants. Choose n large
enough so that Cu™ < 1. We define a C° Riemannian metric m on M via

my (v, w) = mek(x) (Df¥(z)v, DfF(z)w), Yo,we T, M, Yo e M.

Let us first check that m satisfies the requirements of the Proposition. The proof is
essentially identical to that of Proposition 29.11, apart from the fact that there are
squares everywhere because we are working with inner products instead of norms.
Then || - ||, is obviously a norm on E. Setting a := >_7—) C?u?*, one has

lWli% < ellvlln, — VveE (),
and similarly
[l < allDf* (2ol Yo e E(x).
Now suppose v € E*(z). Then

IDf(@)oll7 = 0ll7 = lvllz, + 1D (@)l
< [ollz = (1 = %) lvll5,

1
< (1- -2 ol
o
Similarly if v € E¥(z) one has

IDf=(@)oll7 = 0ll% + 1Df~ @)olly, — [1Df" (2)vll7,
< oll* = (1 = C*u®) | D" ()oll5,

L oo 2
< (1-2 =)

Set

/. 1 2, 2m
T .—<1 a(l Cu ))
Since aw > 1 one has 0 < 7/ < 1, and (37.1) and (37.2) hold for || - ||z and 7'
Finally, we approximate m by a smooth Riemannian metric m, (cf. part (vi)
of Remarks 36.2.) This new metric will still satisfy (37.1) and (37.2), but now for
a slightly larger 7 > 7/. Nevertheless for a sufficiently good approximation we will
still have 7 < 1. This completes the proof. [ |

As in the linear case, going forward we will always assume that the process
outlined in Proposition 37.15 has already been carried out, and write simply m
instead of m, for the metric.

DEFINITION 37.16. If m is an adapted metric to f and A, and || - || denotes the
associated norm, then we can speak of the skewness of m with respect to f and

A.
(£, A) = sup { [ Df (@)l |7 [DF 7 @) w7}



LECTURE 38

Persistence of Hyperbolic Sets

In this lecture we extend the persistence results proved in Lecture 31 to a manifold
setting. Let us first introduce the notion of a norm of box type in this setting.

DEFINITION 38.1. Suppose A C M is any set and Ty M has a splitting into two C°
subbundles F' and G, so that

T.M = F(x) & G(x), VreA.

A norm || - || on TAM is said to be of box type with respect to the C° subbundles
F and G if

ol = max {[[vrll, o}, Vo e Tad,
where vr and vg are the components of v in this splitting. As in the linear case, it
is easy to make a box-type norm: if || - || is any norm then clearly the norm || - ||,
defined by

[vlly = max {[lvp|l, [vell}, Vv eTaM,
is of box-type. On calls || - ||, the box-adjusted norm of || - ||.
REMARK 38.2. The box-adjusted norm || - ||, will only be of class C° (since the

subbundles are only assumed to be of class C?). It is important to realise this trick
only works for norms, not metrics: a box-adjusted norm cannot be induced from
any (even C°) metric, since it violates the parallelogram law (unless either F or
G is zero). Moreover such a box-adjusted norm typically cannot be extended to
be defined on the entire manifold. This means that using box type norms in this
setting is rather less useful than in the linear setting. We will only use them as
tools in the “middle” of proofs.

If f is a dynamical system and A is a hyperbolic set, then if m is a Riemannian
metric adapted to f, we can form a box-adjusted norm from the norm determined
by m. This will again satisfies equations (37.1) and (37.2) from the previous lecture,
and will have the same skewness.

DEFINITION 38.3. Suppose f is a dynamical system and A is a compact invariant
set. Suppose moreover that we are given two C° subbundles F' and G of T\M. Let
us abbreviate by V(F, G, f) the set of bounded continuous maps ®: F' — G with
the property that (f, ®) is a C° vector bundle morphism' from F to G. We make
V(F,G; f) into a Banach space with the operator norm

[ ]l := sup [, = sup {[|2.0]] | v € F(a), [lof) =1},
zeEA zeA

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. = Last modified: June 08, 2020.
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note by assumption ||®||°? < oo since @ is bounded. Given r > 0 we set”
Vo(F,G f) ={® e V(F,G; )| [|®]lo <r}.

REMARK 38.4. If ¥ € V(F,G;id) then the graph of ¥ is another C° subbundle:

gr(0) = | Jgr(¥,) = J{(v, ¥ov) |v € F(z)}.

TEA FASIAN

The next result is essentially a duplicate of Proposition 31.9.

PRrROPOSITION 38.5. Suppose f: M — M is a dynamical system on a smooth
compact manifold M and A C M is a compact invariant set for f. Assume we are
given:

e A continuous map ®: TAM — T\ M such that (f,®) is a vector bundle iso-
morphism.

e Two C° subbundles F, G of TyM such that T\M = F & G.

Let || - || be a C° norm on TyM which is of box type with respect to F & G, and
write ® in matrix form as

A B
q):((] D).F@G—)F@G.

Suppose there exist two constants \,e > 0 such that
Ate<l

and
max {[ Ao, [ Dllo} < A

and
max {[| Bllo, [[Cllo} < &,

Then there is a unique linear map ¥ = Vg € V;(F,G;id) such that the C° sub-
bundle gr(¥) is ®-invariant:

P, (gr(V,)) = gr(Vrw), Vel

Moreover for all x € A and u € gr(¥,) one has

1
focul 2 (5 =)

Finally, ¥g—and hence also gr(Vg)—depend continuously on ®.

2Tt would be more notationally consistent to write this V(F,G; f)(r), but a double pair of
parentheses is visually unpleasant.



(&) Proof. The proof is literally word-for-word identical to that of Proposition
31.9, apart from the fact that everything has a subscript “z” appended to it to
indicate the base point. Thus for instance the first step in the proof is to show that

the desired map W can be found as a fixed point of the map
X = Xs: Vi(F,G;id) — V(F,G;id)

defined as follows: suppose ¥ € V,(F,G;id), © € A and v € F(f(x)). Then
X (V) ¢(z)u is the vector in G(f(x)) given by

X (V) pyu = (Cp + D 0,) o (Ay + BpW,) " (u).

If we agree to omit the basepoints from our notation (which is harmless, since by
assumption all our maps are fibre-preserving), the above formula would read

X(¥) = (C+DVU)(A+BU)™",

which is then identical to the formula (31.8) in the proof of Proposition 31.9. As
usual, such a fixed point is found by applying the Banach Fixed Point Theorem,
after verifying that X is a contraction. The rest of the proof is formally identical
to that of Proposition 31.9, and is thus omitted. [ |

Assume M is a compact smooth manifold. Let us now explain how to define a
topology” on Diff' (M). We proceed in three steps.

(i) Fix an arbitrary metric d on M that defines the topology on M. For instance,
d could be a metric induced from a Riemannian metric m on M, cf. Theorem
36.7). This induces a metric dy on C°(M, M) via

do(f,g) = sup d(f(x), g()).

zeM

(ii) Now cover M by finitely many charts (this is possible as M is compact).
Choose a function 6: M — (0,00) such that for every x € M the ball
By(x,20(x)) of radius 20(z) is contained in the domain of a chart. Compact-
ness implies there exist points x1, ..., z; in M such that the balls By(x;, 6(x;))
fore=1,... 1 cover M. Set

0 == min 0(x;).

i=1,...,1

(iii) Then if f,g € Diff' (M) satisfy do(f,g) < 0, then for every x € M there is a
chart containing both f(z) and g(z). We can therefore define the C"* distance
di(f,g) between f and g by taking the maximum C! distance in the sense
of (30.2) between the corresponding local representations of f and g in these
charts (35.2).

3A similar definition gives a topology on Diff?(M) for all p > 1, although we won’t need this.
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Since M is compact, a different set of choices would yield an equivalent metric®.
As hinted at in Example 35.18, the space Diff' (M) with this topology can be given
the structure of a Banach manifold modelled on I'' (M, TM). We won’t need this,
though.

Here is the analogue of Proposition 31.2 in this setting.

PROPOSITION 38.6. Let f be a dynamical system on M and suppose A is a compact
invariant hyperbolic set. Then there exists a C' neighbourhood U of f in Diff'(M)
and a number a > 0 such that for any g € U and any compact g-invariant set A
with

A C B(Aja) ={z e M|dz,A) <a},

1
the set A is a hyperbolic set for g. Moreover as g < f and x € A approaches
y € A, the stable subspace E*(x,g) approaches the stable subspace E*(y, f) in the
sense of Definition 37.11, and similarly for the unstable subspaces.

REMARK 38.7. Note that Proposition 38.6 is not asserting the existence of a hyper-
bolic invariant set, merely that if any such set exists, it is necessarily hyperbolic.
We will show later in Corollary 41.8 on that for g sufficiently close to f, such a set
always does in fact always exist, but this is much harder to prove. This should be
contrasted to the linear case, where we first proved the existence of a fixed point
(Proposition 30.14) and only later on proved that the fixed point is hyperbolic
(Proposition 31.2). Here it is the other way round.

Proof of Proposition 38.6. Let TyM = E°* @& E" denote the hyperbolic splitting of
A. We may assume that the Riemannian metric m is adapted to f and A. Since
A is compact, the C? splitting of Ty M extends to define a C? splitting of Ty M for
some neighbourhood U of A. Call this splitting F** & F'*, so that E°(x) = F*(x) if
x € A, and similarly for the unstable spaces. Note however that if x € U \ A, then
this splitting is not preserved by Df.

Now let || - ||, denote the box-adjusted norm of || - ||. Thus || - ||, is defined on
Ty M and is both adapted and of box type with respect to the hyperbolic splitting
of TaAM. Let 0 < 7 < 1 denote the skewness of f and A with respect to || - || (and
hence also || - ||p.) Then on TAM, Df is represented” by

o= )

with |[(Df)at]l, < 7 and [[(Df)s]|, < 7.

Take 7 < A< land 0 < e < 1— A IfU and a > 0 are sufficiently small,
then for any invariant set A C B(A,a) C U of any g € U, the four block bundle
homomorphisms of Dg and Dg~! represented under TaAM = F*@®F“|a, with respect
to || - ||b, satisfy the hypotheses of Proposition 38.5. The proof is now completed
in exactly the same way as the proof of Proposition 31.2 was, and thus the details
are omitted. [ |

4We used compactness of M at every stage in the definition of d;. With a bit more work the
definition can be extended to non-compact manifolds as well, however in this case the metric dy
is not independent of the choices made.

5Here we write the splitting as E* @ E° in order to fit in with the notation from Proposition
38.5



As remarked at the beginning of this lecture, using norms of box type can some-
times be a little unfortunate, since these cannot come from Riemannian metrics. It
is therefore useful to be able to control the difference between a norm of box type
and one induced from the Riemannian metric.

DEFINITION 38.8. Let (M,m) be a Riemannian manifold. Suppose A C M is a
subset and F,G are two C° subbundles of Th\ M such that T\M = F @ G. For
x € A, set

L (F(2), G(2)) = inf {Lp, (u,v) | u € F(2)\ {0}, veG(x)\{0}},

where £, (u,v) is measured using the inner product m,. We call £,,,(F(z), G(z))
the angle between the subspaces F'(z) and G(z). We set

Em(F,G) = ;Iéf\im(F(x),G(x)),

and call £,,,(F,G) the angle between the subbundles F' and G.

Since F and G are continuous subbundles, the function z — £, (F(z), G(z)) is
also continuous. Thus if A is compact and £,,,(F(z), G(x)) > 0 for all x € A then
so is 4,,,(F, G). This implies:

LEMMA 38.9. Let A C M be a compact hyperbolic set of a dynamical system f,
with hyperbolic splitting Ty M = E* @ E". Then for any Riemannian metric m on
M, one has £,,(E*, E*) > 0.

Now we use the following piece of Euclidean geometry.

PROPOSITION 38.10. Suppose E is a finite-dimensional normed vector space with
inner product (-,-) and associated norm || - ||. For any § > 0, there exists ¢ > 1
such that if E = F & G is a direct sum and’ £(F,G) > §, then if || - ||, denotes the
box-adjusted norm from || - || with respect to F' & G then

1
—loll < flolly < cljoll, Vv e E.

The content of the Proposition is that the constant ¢ depends only on §. The
proof of Proposition 38.10 is on Problem Sheet R.

Now suppose A is a compact hyperbolic set of f. By a slight abuse of notation,
let us write || - ||a for the box-adjusted norm for the splitting of Ty M. Thus || - ||a
is only defined on Th M. We now prove the following enhancement of Proposition
38.6.

PROPOSITION 38.11. Let f be a dynamical system on M and suppose A is a com-
pact invariant hyperbolic set. Let m denote an arbitrary Riemannian metric on M
(not necessarily adapted to f and A). There exists a C' neighbourhood U of f in
Diff' (M) and numbers a > 0 and ¢ > 1 such that for any g € U and any compact

6Here « is measured with respect to the inner product (-, ).
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g-invariant set A with A C B(A, a), not only is A hyperbolic but the box-adjusted
norm || - ||a is equivalent to || - || with constant c, i.e.

1
ol < olla s ¢efoll, Vo eTaM. (38.1)

Moreover if the Riemannian metric m is adapted to f, then for any € > 0 there
exists a neighbourhood U. C U and a number 0 < a. < a such that if A C B(A, a.)
is a compact invariant set for g € U., then m is also adapted to g and

(9, A) < 7(f,A) +=.

Proof. By Proposition 38.6, if g is C! close enough to f and A is close enough to
A, then for every x € A there exists y € A such that E*(x, g) & E"(x, g) is close to
E*(y, f)® E*(y, [). Thus £n(E*(x, f), E"(x,9)) is close to Ln(E*(y, [), E*(y, f)),
and hence is positive (c.f. the discussion before Proposition 38.10.) Thus by Propo-
sition 38.10 there exists a constant ¢ > 1, independent of A, such that (38.1) holds.

For the last statement, it is clear that if g is close enough to f then m will also be
adapted to g and A. The statement about the skewness then follows immediately
from the continuity statement in Proposition 38.6 about the stable and unstable
spaces as g approaches f. This completes the proof. [ |



LECTURE 39

Lifting Dynamical Systems

Let M be a compact manifold and let m be a Riemannian metric on M with
exponential map exp: T'M — M. We denote by 7, the injectivity radius of m (cf.
Theorem 36.16). Given a dynamical system f on M, there exists r, = r.(f,m) > 0
such that

d(z,y) <r, = d(f(x), fy)) < rm, Va,y € M. (39.1)

DEFINITION 39.1. We define the lifting of f, written f, to be the map

f: TM(r,) — TM, f(w,v) = exp]?(lx) (f(expx(v)))

This map is well defined thanks to the choice of r, and Theorem 36.16, and of
class C'', being the composition of C* maps. Thus the following commutes (where
defined)

™ — Ty

exp exp

MﬁM

We should really write fm since the map fAdepends on the choice of Riemannian
metric m. Nevertheless, in keeping with the rest of the notation, we will typically
not do this.

The map f is fibre-preserving over f. If one thinks of exp,'(y) as being the
“vector from x to y” inside T, M, then f carries the vector from x to y to the vector

from f(x) to f(y): R
Flexpr () = exp7d, (F(3). (39.2)
It follows from (39.2) that

~

[ f (expz ()| = d(f (), f(y)). (39.3)

Note that if . .
d(fl(x)7f7«(y)) ST*? Vizla'”ap?
then fp(expgl(y)) is defined, and satisfies

|7 (expy y)|| = d(f7(2), f2(y)). (39.4)

REMARK 39.2. Warning: The map fis typically not linear on the fibres. Thus

-~

(f, f) is not a vector bundle morphism.
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DEFINITION 39.3. Suppose ®: T'M(r) — TM is a (not necessarily linear) fibre-
preserving map over f. If we restrict ® to one fibre, we get a map between two

linear spaces:
D, : T,JM(T’) — Tf(I)M.

Assume this map is differentiable: then we can take the derivative of this map at
any point" u € T, M(r):
DO, (u): T,M — TymyM.

We call this map the fibre derivative of ® at the point (z,u), and write
Dﬁbq)(l’, U) = D@x(u)

If the map (z,u) — Dgr®(z,u) is continuous, we say that & is continuously
differentiable on the fibres, or C' on the fibres.

Where possible we will omit the base-point x from the notation and just write
Dﬁb@(u).

REMARKS 39.4.

(i) If ® is C' then ® is also C' on the fibres. The converse is not true: any
C° vector bundle morphism is automatically C* on the fibres (actually C>),
since a linear map is always differentiable.

(ii) Moreover if @ is a vector bundle morphism then since the derivative of a linear
map is the linear map itself, we have Dg,® = .

(iii) If @ is C' on the fibres then Dg,® is a C° vector bundle morphism (even
when @ is not itself a vector bundle morphism).

The fibre derivative of fat 0, is not hard to guess:

-~

LEMMA 39.5. Let f: M — M be a dynamical system. Then f(0,) = Oy, and

~

Dsn f(0,) = Df(x).
Proof. We have
F(0,) = exp; L, (f(exp,(0,)))
= exp;(lx)(f(x))
= 0f(a)-

Differentiating via the chain rule gives

~

Dy J(w,v) = D (expyl, fexp, ) (v)
= D(expy () (f(exp,(v)) o D f(exp,(v)) o D exp,(v).

ITo fit in with the manifold formalism, we are implicitly using the canonical identification
T.T,M = T, M from Example 35.7.



Since D exp,(0,) = id by Lemma 36.15, we have

~

Dy J(0.) = D (exvys, fexp, ) (0)
=id |Tf(:1:>M @) Df(ZL‘) oid |TmM

= Df(x).
This completes the proof. [ |

Recall in Lecture 30 we looked for fixed points of maps of the form L+ ¢ where L
had a hyperbolic fixed point and ¢ was Lipschitz small. In the Hartman-Grobman
Theorem 32.2 we applied this with L = Df and ¢ = f — Df (so that L + ¢ = f).
Here we will do something similar, only with fin place of f. Set

®;:=f—Df: TM(r,) — TM.
The map ®; is fibre-preserving over f and satisfies

®r(0,) =0sm),  Dan®;(0,) =0, Ve M. (39.5)

The map ®; is only C?, even though fis O, since Df is only C°. However the
restriction of ®; to each fibre is C', and the fibre derivative Dg,® ¢ 1s continuous
on TM(r,). Indeed, this is because D f restricted to a fibre is a linear map, and
hence of class C*°. In particular, ®; is Lipschitz on each fibre.

DEFINITION 39.6. Suppose ®: T'M(r) — TM is a (not necessarily linear) fibre-
preserving map over f. Assume that the map

P, : TJCM(T) — Tf(x)M

is Lipschitz for each x. We define the fibre-Lipschitz constant of ®, written as
lipg, (@), to be the number

lipg, (®) := sup lip(®,).
zeM

The next result is the analogue of Proposition 30.12 in this setting.

ProproOSITION 39.7. Let f: M — M be a smooth dynamical system. For any € > (
there exists a neighbourhood U of f in Diff* (M) and r > 0 such that for any g € U
one has lipg, (®,) < e on TM(r), where &, =g — Dg.

Proof. Since Dﬁbf is continuous on T'M(r,) and since Dgp®(0,) = 0 and M is
compact, for any ¢ > 0 there exists » > 0 such that for any v € TM(r) one
has HDﬁbCDf(v)HOp < 5. Using compactness of T'M(r) again, there exists a neigh-
bourhood U of f in Diff' (M) such that for any g € U and v € TM(r), one has
HDﬁbCI)g(v)HOp < e. Applying the Mean Value Theorem 30.11 to the fibres, we
obtain lipg, (®,) < e. |



Now suppose f is a dynamical system on M and A C M is a compact invariant
set. As usual we write T°(A, Ty M) for continuous vector fields on A, which is a
Banach space when endowed with the C° norm

1710 := sup [|v(z)]]-
FASIAN

If ®: TA\M — TyM is a fibre-preserving map over f, we say a section ~ is -
invariant if

©z(7<x)) = 7(f($))’ Va e, (39'6)

i.e. that the following commutes

"M —2 s T\M
Y Y
A 7 s A

We denote by 0y € T%(A, TAM) the zero section:
0r(z) = 0, VreA.
If we omit basepoints from the notation the invariance condition becomes simply

() =~

which explains the name “invariant”. The following result is the analogue of Propo-
sition 30.18 in this setting. This result will be crucial in our proof of the stability
of hyperbolic sets in a few lecture’s time.

PrRoPOSITION 39.8. Let f be a dynamical system on M, and let A be a compact
hyperbolic set of f with splitting Th\M = E* ® E". Assume m is adapted to f and
A, and let || - || denote a C° box adjusted norm on Ty M, with skewness T = 7(f, A).
Fix r > 0, and suppose ®: TA\M(r) — TAM is a continuous fibre-preserving map
over f which is fibrewise Lipschitz with

lipg, (P) < 1 — 7. (39.7)
Then Df + ® has at most one invariant section. If in addition

sup [ (02)]] < (1 =7 — lipg,(®)) 7 (39.8)

then Df + ® has at least one invariant section (which is thus unique). Denoting
this section by 7, one has

sup,, ®,(0,
||'7<I>||0 < EA H ( )”

< T Tipe (D) (39.9)



Proof. We wish to solve the equation
(Df +®)oy=nof
for v € TO(A, Ty M(r)), that is,

(Df +®)y(x) =~(f(2), VeeAl

To keep the notation simple we will write L instead of Df and omit the base-
point x from the notation. Writing the previous equation in components using the
hyperbolic splitting this becomes

Loy () + @5 (v(2)) = 7:(f(2),  Luwy(x) + Quy(2) = 7u(f(2)),

which can be rewritten as

Loys(f (@) + 27 (f 7 (@) = %(@), Ly ul(f(@)) = Ly @uy(@) = 7u(®).

Thus we consider the map X = Xgp: TO(A, TyM(r)) — TO(A, Ty M) given by

X)) = (L (77 (@) + @7 @), Ll (@) = Tl ()

for x € A. Thus ~ is an invariant section of L + @ if and only if v is a fixed point
of X. Just as in the proof of Proposition 30.18 the trick now is to show that X is
a strict contraction if (39.7) holds. By definition

%) = &(Ollo = sup |2 (7)(z) = X() ()]

Arguing as in the proof of Proposition 30.18, we see that the E* component is less
than or equal to

sup (7|7 (£~ (2)) = G~ @)]| + lip (@) [y (£ (@) = <A @D,

zEA

and similarly the E" component is less than or equal to

sup (7]l (£(@)) = Gl F@)]| + 7 lipgy (@) [7(2) = C()]]).

zEA

and hence
1X(7) = X(O)llo < (7 + lipgy, (@) |7 = o,

which on account of (39.7) shows that X is indeed a contraction.

Now assume (39.8). We will show that X maps T°(A, TyM(r)) into itself,
whence the desired fixed point follows from the Banach Fixed Point Theorem 30.17.
For this we note that

12 (0a)(@)]] = [[(P(0f-1(2)); = Ly @u(02)) ||
< Sup |2 (0.)]-



Now fix v € T'%(A, Ty M(r)) and argue:

[X (V)]0 < 12 (0a)][0 + 1€ () — X (0a)]lo
< sup |(0,)]] + (7 4 lipg, (®)) [17[lo

<r.

This proves the existence of a unique fixed point v of X. Moreover the calculation
above tells us that

[yello < Sup 12(0,)]| 4+ (7 + lipgy, (@) |74 o,

and hence (39.9) holds. This completes the proof. ]

The attentive reader will have noticed this proof was formally identical to the
proof of Proposition 30.18. In fact, Proposition 39.8 can be deduced from the
(infinite dimensional analogue of) Proposition 30.18, thanks to the following con-
struction.

DEFINITION 39.9. Let f: M — M be a dynamical system, and let A C M denote a
compact completely invariant set. Define a linear operator L on the Banach space
%A, TaM) by

(Lyy)(@) = Df(f @)y (/7 ().

Then we have the following result, which was originally due to Mather.

ProprosITION 39.10. Let f: M — M be a dynamical system, and let A C M
denote a compact completely invariant set. Then A is hyperbolic if and only if Ly
is a hyperbolic linear dynamical system.

The proof of Proposition 39.10 is on Problem Sheet R. The importance of this
result should not be understated: it tells us that the study of hyperbolic sets can be
reduced to the study of linear hyperbolic dynamics, at the expense of passing from
a finite dimensional manifold to the infinite dimensional Banach space of vector
fields. However we will not make use Proposition 39.10 in the rest of the course
(even though doing so would speed up some of the proofs), since doing so would
require us to assume more background in functional analysis. Nevertheless, let
us note that Proposition 39.8 is an immediate corollary of Proposition 39.10 and
Proposition 30.18.
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LECTURE 40

The Stable Manifold Theorem for
Hyperbolic Sets

In this lecture we study (un)stable manifolds for hyperbolic sets. Let f be a dy-
namical system on M, and let A be a compact completely invariant set. Let || - ||
denote a C° norm on Ty M (possibly only of class C?). The following definition is
the analogue of Definition 33.1.

DEFINITION 40.1. Fix rg > 0, and suppose ®: Ty M (r¢) — ThM is a continuous
fibre-preserving map over f which is fibrewise Lipschitz. We define the local fibre
stable manifold Wy . (0., Df + ®) at x € A of size 0 < r <7 to be the set’

s
Wloc ,r

(0z, Df 4+ @) = {veTM( |(Df + @) ()|| <7, Yk >0
and  lim ||(Df + @)"(v)| :0}.

Similarly the local fibre unstable manifold Wi,
is the set

(0., Df4+®) of size 0 < r < ry
ter(0g, Df 4+ @) = {UETM’H Df+ @) *)|| <r, VE>0
and llm || (Df + &)~ H—O}

Just as in Definition 33.2, the definition also works when ry = oo, only then one
drops the word “local” from the notation.

DEFINITION 40.2. Suppose ®: TaM — T, M is a continuous and fibre-preserving
map over f which is fibrewise Lipschitz. We define the global fibre stable man-
ifold associated to Df + ® at 0, € T,, M to be the set

Wo(0,, Df +®) == {UGTM‘ lim [[(Df + ®)° H_o}

and similarly we define the global fibre unstable manifold associated to D f 4+ ®
at 0, € T, M to be the set

W*(0,, Df + @) ::{veTM) lim [[(Df + @) H_o}

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
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REMARK 40.3. The fibre stable manifolds are subsets of the tangent space to the
manifold. In Definitions 40.5 and 40.6 below we will introduce yet another notion
of a stable manifold, written with a normal W# instead of a blackboard W?*. This
will be a subset of the manifold itself. It is important you do not confuse the two!

The proof of the following result is essentially identical to the proof of Proposi-
tion 33.0, and hence we will omit it.

PROPOSITION 40.4. Let f be a dynamical system on M, and let A be a compact
hyperbolic set of f with splitting TA\M = E* & E*. Let || - || denote a C° norm on
TAM which is adapted to f and A and of box type with respect to the splitting, and
let 7 = 7(f, A) denote the skewness of f and A with respect to ||-||. Fixro > 0, and
suppose ®: ThAM (rog) — TAM is a continuous fibre-preserving map over f which is
fibrewise Lipschitz with

Then for any 0 < r < rg and any x € A, one has
Wi, (0, Df + @) = {v e TLM(r) | |(Df + @)*(v)]| <7, ¥k = 0}
={veT,M(r) } (Df 4+ ®)*(v) € cone;(E*(f*(x))), Yk > 0}

= {ve TM@) | [(Df + @) @) < (r + lipg, (@) [lo], Yk > 0}

Now we define the local stable manifolds on M itself. We caution the reader
again that without additional hypotheses, the stable manifolds are not necessarily
manifolds. The Stable Manifold Theorem 40.11 below tells us that hyperbolicity is
one such set of hypotheses.

DEFINITION 40.5. Let f be a dynamical system on M. Let m denote a Riemannian
metric on M, and let d = d,, denote the metric in the sense of topology on M
induced by m (Theorem 36.7). Given x € M and r > 0, we define the local stable
manifold Wi (z, f) at z of size r to be the set

Wige,r(, f) = {y eM ) d(f*(x), fF(y)) <r, VE>0
and lim d(f*(y), f*(z)) = 0}.
k—00
Similarly the local unstable manifold at = of size r is given by

W (o 1) = {u € M| (4o 1) < 7 vh 20

k—o0

and lim d(f*(y), f*(z)) = 0}.

Finally we have the global stable manifolds.



DEFINITION 40.6. Let f be a dynamical system on M. Let m denote a Riemannian
metric on M, and let d denote the Riemannian distance. Given z € M we define
the global stable manifold W*(x, f) at = to be the set

We(z, f) = {y € M‘ lim d(f*(y), f(x)) = }
Similarly the global stable manifold at x is the set

W o f) = { € 2| fim a7+, 7)) = 0}
REMARK 40.7. The local stable manifolds depend on the choice of Riemannian

metric m. The global stable manifolds do not.

On Problem Sheet 5 you will show that for any r» > 0, one has

= U Wie, (f5(@). 1)) - (40.1)

k>0
The following result is the analogue of Proposition 33.8.

ProprosITION 40.8. Let A denote a hyperbolic set for f. Then for all r > 0
sufficiently small, there are constants C' > 1 and 0 < pu < 1 such that for any
x €A,

Wi, (o f) = {y € M| d(F*@). () <r. vk =0}
= {y e M[d(f(x), f(9)) < min {r,Cud(z, )}, vk > 0},
and similarly

Wike, (@, f) = {y € M| d(f (@), /) <7, vk =0}
= {y e M|d(f™*), f*(y)) < min{r,Cp*d(z,y)}, Vk > 0},

Proof. We prove the result for the stable manifold only. We may assume that the
Riemannian metric m is adapted to f and A. It suffices to show that there exist
ro >0, C >1and 0 < u < 1 such that for all 0 < r < rg, the first set on the
right-hand side is contained in the second. For x € M and y close to z, setting
v = exp, ' (y) and applying (39.3), we have

d(f (), @) = [|[FF@)| = |(Df + @p)F@)]],

where @ == J?— Df, as long as the iterates make sense. Thus the statement reduces
to showing that there exist 1o > 0, C' > 1 and 0 < g < 1 such that if 0 < r < r
and v € T, M (r) then

|(Df+0p)f )| < VE>0 = |[(Df+ ) ()| < Cu¥vll, VE > 0.

We wish to apply Proposition 40.4, but this requires us to use a norm of box type.
So let || - [|a denote the box-adjusted norm, which is only of class C° and only
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defined on TyM. Then || - |4 is equivalent to the norm | - || coming from m with a
constant c, say:

1
E”UH <|lv|la < c|v]], Yo e ThM.

(this is a special case of Proposition 38.11). Now let C' =1 and choose 7 < p < 1.
By Proposition 39.7, there is r > 0 sufficiently small such that
=T

lipg, (‘I’f; [ - ||) < 2

on” {v e ThM | ||v|]| <ecr}. Thus

lipgy, (@3]l - [la) < p—7

on {v € TA\M | ||v|]|a < 7}. The result now directly follows from Proposition 40.4.
|

Let us now compare the local stable manifold Wy (7, f) with the local fibre

~

unstable manifold Wf, (0, f).

COROLLARY 40.9. Let f be a dynamical system on M and A C M a compact
invariant hyperbolic set. Then for all x € A and r small enough, one has

Wit (2. f) = exp, (Wiye (0, ).
where ]/C\ denotes the lift of f.

Proof. Combining Proposition 40.4 and Proposition 40.8, we have for all x € A and
r > 0 sufficiently small:

Wi, (o, f) = {y € M| d(f*), f*(»)) <7, ¥k >0}
Wi, (0, /) = {v € M@ || @) <7, ¥k >0},
By (39.3), for  and y close enough,
1P (expy )l = d(F(). ().
The result follows. [

Suppose : E* — E* is a fibre-preserving map over id, i.e. {(E%(z)) C E*(x).
If the map is Lipschitz when restricted to the fibres, then just as before we can
speak of the fibre-Lipschitz constant

lipg, (&) = sup lip(€| e (a))-
TE

As before, we also say that ¢ is continuously differentiable on the fibres, if
the fibre derivative
Dgpé: EY — V(EY, E*;id)
defined by
Diné(v) = D(Elpe(w) (v): E*(x) = E*(x),  ve€ E(x)

exists and is continuous. The next result is the analogue of Theorem 34.1. We
state it for the fibre unstable manifold for variety.

2Since there are now two norms in play, we won’t use the TM (r) notation here ...

4



THEOREM 40.10 (The Fibre Stable Manifold Theorem). Let A C M be a compact
hyperbolic set for f with splitting T\M = E* & E*. Let || - || be a C° norm on
TaM which is adapted to f and A and of box type with respect to the splitting.
There is a § > 0 with the following property: if ®: TyM — TAM is a continuous
fibre-preserving map over f satisfying

then there is a continuous fibre-preserving map &: E* — E*® over id such that
hpﬁb(g) < 17 5(096) = 0367 V€ A7

and such that for any © € A the global fibre unstable manifold of Df + ® at z is
the graph of &:
W“(Ox, Df + (I)) = gr(ﬂEu(x)).

Moreover if ® is continuously differentiable on the fibres then so is &.

The proof of the Lipschitz case of Theorem 40.10 is very similar to the proof of
Theorem 34.1, and as such is omitted. The proof of the differentiable case is also
omitted, since we skipped this part in the linear case.

The following theorem is the generalisation of Local Stable Manifold Theorem
34.3 to the setting of hyperbolic sets. It is arguably the single most important
result in hyperbolic dynamics.

THEOREM 40.11 (The Stable Manifold Theorem for Hyperbolic Sets). Let f be a
dynamical system on M, and let A C M be a compact hyperbolic set with splitting
TAM = E° @ E“.

(i) Forallr > 0 sufficiently small and for every x € A, the local unstable manifold
Wi (, f) is a C' embedded submanifold of M of dimension dim E*(z),
which is diffeomorphic to a ball in E*(z). Similarly the unstable manifold
Wi (x, f) is a C* embedded submanifold of M of dimension dim E*(z),
which is diffeomorphic to a ball in E"(x).

(ii) The global stable manifold W*(z, f) is an C' immersed submanifold of M
of dimension dim E*(x), and the global unstable manifold W*(z, f) is an C"!
immersed submanifold of M of dimension dim E"(x).

(&%) Proof. We consider the stable manifold only. Since exp,, is a diffeomorphism, it

suffices by Corollary 40.9 to show that W}, (0., f) is a C!' embedded submanifold

of T,M. The strategy is similar to how we proved Theorem 34.3. Let ®; =
f—Df: TM(r,) — TM, where r, was defined in (39.1). Then ®; is a C° map
which is continuously differentiable on the fibres and satisfies

CI)f(Om) = Of(x), Dﬁb@f(ogc) = 0, VzeA

(cf. (39.5)). Fix a C* function 8: R — [0, 1] such that:

B(t) = {0 i

Y



Choose r > 0 small enough so that TM(3r) C TM(r,). Define

0,0) =5 (1) a0)

After shrinking r if necessary, we may assume that lipg, (®,) is small enough to
satisfy the hypotheses of Proposition 40.4 and Theorem 40.10. This gives us a
continuous fibre-preserving map &: E° — E* which is differentiable in the fibres,
fixes the zero section, and has fibre-Lipschitz constant at most 1, such that for any
x €N,

W (0., Df + @) = gr(¢

Just like in the proof of Theorem 34.3, the next step is to show that the C! em-
bedding i: E*(r) — TAM given by

B (x))-

satisfies

iW(E%(z, 1)) = W0y, Df + ©,) N T, M(r).

This is done in exactly the same way as in the proof of Theorem 34.3. Our choice
of r then tells us that

~

i(ES<I7 T)) = Wlsoc,r(oxﬂ f)?
and hence W? N

ber(0z, f) is a C* embedded submanifold of T, M. Actually, strictly
speaking we are using the wrong norm here, and so as in the proof of Theorem 34.3,
we must switch back to the original Riemannian norm, rather than the box-adjusted
norm. The details are left to you.

It remains to prove part (ii). This is a formal consequence of (40.1). Indeed,
since A is invariant, we know that W, (f*(x), f) is an embedded C* submanifold
of M for each k. Thus the same is true of =% (Wg, .(f*(z), f)). Thus by (40.1),
W#(z, f) is union of a increasing sequence of C' embedded submanifolds, whence
W#(z, f) is itself a C'! immersed submanifold. This completes the proof. [ |



LECTURE 41

Structural Stability

Suppose f: M — M and g: N — N are two differentiable dynamical systems.
Recall we say that f and g are conjugate if there exists a homeomorphism H: M —
N such that

M—  sp

N——F—N

In today’s lecture we introduce three notions of stability.

DEFINITION 41.1. Fix p > 1. A dynamical system f € Diff?(M) is CP structurally
stable if there exists a neighbourhood' U of f in Diff?(M) such that any g € U is
topologically conjugate to f.

REMARKS 41.2.

(i)

It doesn’t make sense to talk about C%-structural stability. This is because a
C° perturbation can change almost anything about a dynamical system. For
instance, if z is an isolated fixed point of f then a C%-small perturbation g of
f may fix an entire neighbourhood of z. Thus it is hopeless to expect all C°
perturbations to yield conjugate dynamics—C" structural stability is never
satisfied. Thus structural stability is only interesting in the differentiable
category, and there is no analogue in topological dynamics.

On the other hand, it is crucial that we only require the conjugacy H to be a
homeomorphism and not a diffeomorphism. This may at first seem somewhat
unnatural, given that we are working in the differentiable category. However it
is the correct notion to study. This is because asking f and g to be conjugate
by a diffeomorphism is too restrictive to be useful. Indeed, if f and g are
conjugate via a diffeomorphism H then the matrices D f(z) and Dg(H (7))
are similar for all z € M, as they are conjugated by the linear isomorphism
DH(z). But this already fails for linear maps: a generic perturbation of
an invertible linear map changes its eigenvalues. Thus structural stability is
never satisfied for differentiable conjugacies.

In fact, in this course we will only ever be interested in C! structural stability,
and as such we will abbreviate “C! structurally stable” as simply “structurally

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.

Strictly speaking, we didn’t formally define the topology on Diff?(M) for p > 1 (cf. the
discussion before Proposition 38.6). This is no big deal, for two reasons: (a) the construction is
entirely analogous for p > 1, and (b), in this course, however, we will only ever work with C
structural stability.
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simple” from now on.

To get a feel for the definition, on Problem Sheet S you will prove:

EXAMPLE 41.3. Suppose f: [0,1] — [0, 1] is an orientation preserving diffeomor-
phism. Then f is structurally stable if and only if f/(0) # 1 and f'(1) # 1.

There is also a quantitative version of structural stability.

DEFINITION 41.4. Let f be a dynamical system of M, and fix ¢ > 0. We say that f
is structurally e-stable if there exists a neighbourhood U of f in Diff?(M) such

that any g € U is topologically conjugate to f via a homeomorphism H, satisfying
do(Hg,id) S g.

Structural stability guarantees that invariant sets persist.

DEFINITION 41.5. Suppose A C M is a compact completely invariant set for a
structurally stable dynamical system f. Then for g sufficiently close to f, there
exists a homeomorphism H = H, conjugating f and g. The image A, == H,(A) is
thus a compact completely invariant set for g. We call A, the continuation of A
to g. If f is structurally e-stable then the continuation A, is contained in the ball
B(A,¢) of radius € about A.

Why is this useful? In Lecture 38 we set ourselves the goal of showing that
hyperbolicity “persists”. That is, if A is a compact hyperbolic set for f then for g
close enough to f, we want to prove that g has a compact hyperbolic set close to A.
We already proved in Proposition 38.6 that for g close enough to f, any compact
completely invariant set A for g is necessarily hyperbolic, and thus it remains to
show such A exists. The notion of structural e-stability provides a mechanism for
ensuring the existence of such A—namely, one could take A = A,.

Thus one might hope that hyperbolicity implies structural e-stability. Unfor-
tunately it turns out this is not quite true. Nevertheless, a slightly weaker notion
is true, and this is still enough for our purposes. In the following, we denote by
in: A — M the inclusion, and we continue to use dy for the supremum metric on
CO%(A, M).

DEFINITION 41.6. Suppose f is a dynamical system on M and A is a compact
completely invariant set. We say that f is weakly structurally stable on A if
there exists a neighbourhood U of f in Diff' (M) such that if g € I then there exists
a continuous injective map H,: A — M such that H,o f = go H, on A. Similarly”
we say that f is weakly structurally e-stable if such H, can be chosen to satisfy
do(Hg,iA) S E.

Since A is compact, H,: A — Hy(A) is a homeomorphism, and thus the contin-
uation A, = Hy(A) of A to g from Definition 41.5 is still a well-defined compact
completely invariant set for g.

2 As with the linguistic monstrosity surrounding the stable manifolds (eg. Definition 40.1), no
definition in dynamical systems is complete without at least three adjectives. ..



With these preliminaries out of the way, we are ready to state the following
fundamental result, which states, roughly speaking, that hyperbolicity implies weak
structural stability.

THEOREM 41.7. Let f be a dynamical system on a manifold M, and let A C M be
a compact hyperbolic set of f. Then there exists € such that f is uniquely weakly
structurally e-stable on A. That is, there exists a neighbourhood U of f in Diff'(M)
such that for g € U there exists a unique continuous injection H,: A — M such
that Hyo f = go H, on A. Finally, dy(H,,ix) — 0 as di(g, f) — 0.

The proof of Theorem 41.7 will come next lecture. We will spend the rest of this
lecture working on auxiliary results that will be needed in the proof of Theorem
41.7. For now, however, let us note that Theorem 41.7 does indeed show that
hyperbolicity persists.

COROLLARY 41.8 (Persistence of Hyperbolicity). Let A be a compact hyperbolic
set for f. There exists a neighbourhood U of f in Diff'(M) and a number a > 0
such that if g € U then g has a compact hyperbolic set A C B(A, a).

Proof. Immediate from Proposition 38.6 and Theorem 41.7. [ |

Before continuing with the applications of Theorem 41.7, let us recall the fol-
lowing famous result.

THEOREM 41.9 (Brouwer’s Invariance of Domain Theorem). Let H: M — N be a

continuous map between manifolds of the same dimension. If H is injective then
H(M) is an open subset of N.

This beautiful proof is due to W. Kulpa.

(&) Proof. The statement is local in nature, and thus it suffices to show that if B
denotes the closed unit ball in R” and H: B — R" is continuous, then H (0) lies in
the interior of C' .= H(B).

Suppose for contradiction this is not the case. Without loss of generality we may
assume that H(0) = 0. Since B is compact, H: B — C'is a homeomorphism, and
hence by the Tietze Extension Theorem, there exists a continuous map G: R* — R"
such that G = H~' on C. Then G(0) = 0. Since 0 is not an interior point of C, we
may perturb’ G slightly to a new function F': C'— R" such that

F(z) #0, VYzeC. (41.1)

and
|F(z) — G(x)| <1, Vo e C. (41.2)
Now consider the continuous map
f: B—R", f(x) =2z — F(H(x)).

By (41.2), f(B) € B. Moreover by (41.1), f has no fixed points. This contradicts
the Brouwer Fixed Point Theorem®, which states that any continuous map B — B
has at least one fixed point. [ |

3This is reasonably believable if you draw a picture. The proof is much less so, and we refer
the reader to Kulpa’s original paper for the details.

4The Brouwer Fixed Point Theorem is easiest to prove using Algebraic Topology. If one
accepts the existence of (singular) homology, the proof is one line. See for instance here.
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https://www.merry.io/algebraic-topology/1-the-brower-fixed-point-theorem/

Another immediate consequence of Theorem 41.7 is the following theorem of
Anosov.

COROLLARY 41.10. Anosov diffeomorphisms on compact manifolds are structurally
stable.

Proof. Let f: M — M be Anosov. By Theorem 41.7, there exists a neighbourhood
U of f in Diff' (M) such that if g € U then there exists a continuous injective map
H = Hy,: M — M such that Ho f = goH. We need only prove that H is surjective.
By Theorem 41.9, H(M) is an open set. Since H(M) is also closed, it follows that
H(M) = M (recall we always assume our manifolds are connected). ]

In order to prove Theorem 41.7, we will need the following result which is of
interest in its own right. Recall Definition 9.8: a reversible topological dynamical
system f on a compact metric space X is weakly expansive if there exists a
constant o > 0 such that

d(f*(z), fFy)) <06, VkeZ = r=y.

The constant § (which is not unique) is called a weak expansivity constant. We
now prove that the restriction of a differentiable dynamical system to a hyperbolic
set is weakly expansive, as the next result shows. This result is the analogue of
Corollary 33.9 in this setting. In fact, we will prove a stronger statement that works
for nearby maps too, since this will be needed in the proof of Theorem 41.7 in the
next lecture.

PROPOSITION 41.11. Let f be a dynamical system on M and let A C M be a
compact hyperbolic set. Then f|5 is weakly expansive. Moreover there exists a
neighbourhood U of f in Diff'(M) and 6,a > 0 such that if g € U and A is
a compact completely invariant set of g with A C B(A,a) then g|a is weakly
expansive with weak expansivity constant ¢.

Proof. We may assume that the Riemannian norm m on M is adapted to f and
A. Let d = d,, denote the induced point-set topology metric on M from Theorem
36.7. Let us first reformulate what it means for g|a to be weakly expansive in terms
of the lifting g of g. Assume that ¢ is chosen smaller than the constant r.(g, p)
defined in (39.1). Then if d(g*(z), ¢"(y)) < ¢ for all k € Z, setting v = exp, ' (y),
we have from equation (39.4) that

d(g"(2). 9" () = Ig* ()l < 0

for all k € Z. Set &, = g — Dg. It thus suffices to show that there exists § > 0
such that if a vector v € T, M satisfies

[(Dg + @) ()| <6, VEkeZ,

then v = 0,.
Let 7 = 7(f, A) denote the skewness of f and A with respect to || -||, and choose
T<To<pu<1 Let

Uy = (9)" — (Dg)™",



so that

(Dgyl + U, = (Dg + q)grl-
Note that as ¢ — f in C*, one also has g7 — f~!. Now by Proposition 38.11,
there exists a neighbourhood U of f in Diff'(M) and two numbers a > 0 and ¢ > 1
such that for any g € U and any compact g-invariant set A with A C B(A,a), the
set A is hyperbolic and the box-adjusted norm || - ||a is equivalent to || - || with
constant c, i.e.

1
Slolb<lvlla < cfoll, Vo € TaM,
and finally the skewness of g and A with respect to || - || satisfies
T(gv A) < 70-

Next, by Proposition 39.7, up to shrinking i, there exists a number ¢ > 0 such
that for any g € U, one has

. M —To ) n— T
lipg, (‘I)g§ | - ||) < 2 and lipgy, (‘I’gQ | - ||) < 2
on’
{fveTM||v| <6},
Thus also
lipgy, ((I)g? | - ||A) < p— To, and lipgy, (‘I’g§ | - ||A) Sp—To
on

fv e TuM | [[v]ls < 5}
Now suppose a vector v € T, M for x € A has
|(Dg + @,)*(v)|| <6, Vkel

Then also
|(Dg + @)*(v)||, <cd, VkeZ

In other words,
v € Wig.(0z, Dg + @) NWi (05, Dg + @).

Since || - ||a is of box type, Proposition 40.4 is applicable. Thus as in the proof of
Corollary 33.9, we have

lolla = (D) + ¥,)(Dg + @) (w)]|
< (7o +lipgy, (5511 - 112) ) [(Dg + 2,)(0)]
< (o + tipg, (45 11+ 112) ) (o + tiogs, (211 11a) ) ]
< .

Since p? < 1, it follows that v = 0. This completes the proof. [

5Since there are now multiple norms in play, we refrain from using the 7'M (r) notation for
the remainder of this proof.



LECTURE 42

Hyperbolicity Implies Weak Structural
Stability

The aim of this lecture is to prove Theorem 41.7. In fact, we will prove a somewhat
stronger statement, which will be useful in future applications. Let us first explain
the strategy in the proof.

Let (M, m) be a compact Riemannian manifold. We are given a smooth dy-
namical system f with a hyperbolic set A, and a nearby smooth dynamical system
g. We wish to find a continuous function H: A — M which is close to the inclusion
in: A — M such that

goH=Hof, on A. (42.1)

As usual, we would like to recast this in such a way that it becomes a fixed point
problem. Unfortunately, C°(A, M) does not have a Banach space structure', which
complicates matters. So we pass to the exponential map. Since H is meant to be
close to iy, it will lie in the image of the exponential map. Thus if such H exists,
there also exists a continuous section v € T'%(A, Ty M) such that

H(x) = exp,(v(x)), Ve A.

Indeed, one can simply define v(z) = exp,'(H(z)). In terms of 7, our desired
equation (42.1) becomes

g(expx(’y(as)) = exP ) (V(f(2))), Va € A,

or equivalently,
eXp;(lx) (g(expx(’y(a:))) =7(f(2)), Vz € A (42.2)

The expression on the left-hand side of (42.2) is similar to the lifting ]?, apart from
¢ is in the middle, not f. This motivates the following definition.

DEFINITION 42.1. Let f,g: M — M denote two smooth dynamical systems which
are close to each other. Define r, = r.(f,g,m) > 0 by requiring that if

d(z,y) <. = d(f(z),9(y)) < rm,

where r,, is the injectivity radius of our metric m. We then define the dual lift

]?g: TM(r.) — TM, fg(a:,v) = exp;(lx)(expz(v))).

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. = Last modified: June 08, 2020.
You cannot add together functions that take values in a manifold!
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Just as with the normal lift ]?, the map ]/”_; is a C! fibre-preserving map over f.
Note that f; = f. The equation (42.2) is thus equivalent to asking that ~ is an
invariant section of f:

Fov) = (1), (42.3)

in the sense of (39.6). The existence of such an invariant section v will follow from
Proposition 39.8, if we can show that f; is a Lipschitz-small perturbation of D f if
g is sufficiently close to f.

Let us now state the improved version of Theorem 41.7 that we will prove in
this lecture.

THEOREM 42.2. Let f be a dynamical system on a compact manifold M and let A
be a compact hyperbolic set for f.

(i) There is a C' neighbourhood U of f in Diff'(M) and two numbers a > 0
and gy > 0 such that if g,h € U and A C B(A,a) is a compact completely
invariant set for g then there is at most one continuous map H: A — M such
that Ho g = ho H and dy(H,ia) < €.

(ii) Moreover, for any 0 < € < gq there is a neighbourhood U. C U such that if
g,h € U. and A C B(A,a) is a compact completely invariant set for g then
there is at least one (and hence exactly one) continuous map H: A — M
such that Hog = ho H and dy(H,ia) < . Moreover this map H is injective.

Theorem 41.7 follows immediately from Theorem 42.2 by taking “g” to be equal
to f and “h” to be equal to g.

Proof. We may assume our Riemannian metric m is adapted to f and A. We prove
the result in five steps.

1. First take V and r, small enough so that the dual lifting
gn: TM(r,) = TM
is well defined for each pair g, h € V. Now set
O, =9n— Dg: TM(r,) = TM,

so that &, is a fibre-preserving map over g. We claim that for any 6 > 0 there
exists a neighbourhood Vs C V of f and 0 < rs < r, such that for any g,h € Vj,

one has
lipgy, (Pyn) <9, on TM(rs).

Indeed, from the proof of Proposition 39.7 given 6 > 0 there is a C'! neighbourhood
Vs of f and rs > 0 such that for g € Vj,

HDﬁbg(v) — Dg(v)H P < 2’ on TM(rs).

Since
Dsing(v) = D(exp, ) (g(exp,(v)) o Dg(exp,(v)) o D exp,(v),

2



and
Dgngn(v) = D(expg( ))(h(exp,(v)) © Dh(exp,(v)) o D exp,(v),

up to shrinking Vs, we may assume that
. op 0
HDﬁbgh( ) — Daing(v H < 3 on TM(rs).
Then

1Da @y ()] = || Dsngin (v) = Dy (0)[|”

< || Dsgn(v) - ( )| + | Davgi(v) — Dy (o)

5 )

—4+ - =0.

2 —i—
Applying the Mean Value Theorem 30.11 on the fibres, we obtain lipg, (®,) < 9§
on TM(rs).

2. Now let 7 = 7(f, A) denote the skewness of f with respect to m, and choose

T < 19 < p < 1. By Proposition 38.11 there exists a neighbourhood W of f and
ap > 0 and ¢ > 1 such that if g € W and A C B(A, ag) is a compact invariant set
of g then A is hyperbolic with skewness

7(9,4A) < 7o, (42.4)
and the box-adjusted norm || - || is equivalent to the Riemannian norm || - || with
constant c¢. Now take

5= K —To

=
Then if g,h € W N Vs, one has
Lipg, (Pgns || - []) < 0 (42.5)

on” {v € TM | ||v|| < rs}. The “norm switching” argument we used in the proof of
Proposition 40.8 then tells us that

hpﬁb(q)g,h; || : ||A) < p—To

on {v € TAM | |Jv||a < “}. Finally, by Proposition 41.11 there exists Y C WNV,
0 <a<ayand 0 < gy < g% such that if g € U and A is any compact completely
invariant set for g contained in B(A, ag), then g|a is weakly expansive with weak
expansivity constant 2e.

3. We claim that this choice of U, a and ¢, satisfies part (i) of the Theorem.
Indeed, if g,h € U and A C B(A,a) is a compact completely invariant set for g
then by (42.4) and (42.5)

lipgy (g ||+ la) < = 7(g,8)  on {v € TaM | [v]la < ceo}.

Since || - ||a is of box type, Proposition 39.8 is applicable. We conclude that g =
Dg + @, has at most one invariant section v with [|y(z)||a < cep for all z € A.

2 As before, now there are multiple norms in play we will drop the T'M (r) notation.
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As explained at the start of the lecture, this implies that there exists at most one
continuous function H: A — M such that dy(H,in) < ¢9 and ho H = H o g.
Indeed, given such a H, if we define

v(z) = exp, ' (H(x))

then v is gy invariant and
sup [[y(z)[[a < ¢lly(@)]
TrEA
< csupd(z, H(z))

TEA
< cegg.

This finishes the proof of part (i).

4. Now suppose 0 < € < gg is given. We choose U. C U such that for every
g € U, one has

do(f,9) < d=pe (42.6)

2c2
Now suppose g, h € U. and A C B(A,a) is a compact completely invariant set for
g. Then

sup [| 8, (02|, = sup (|31 (02) ] o
= sup || expye (@)
<c 21615 H eng_é)(h(x)) ||

< cdy(g,h)
< A=pe

— Y

C

where the last inequality used (42.6) and the triangle inequality. Thus by Proposi-
tion 39.8, the dual lift gj, at least one invariant section 7,5 € I'*(A, Ta M) satisfying

sup [ (2)]1s < o
sen o T 1—-7(9,A) = lipgy (Pgni || - [|la)
<=
C

Switching back to the Riemannian norm, this -, (which is necessarily unique)
satisfies sup,ca [[7g0(7)]] < €. Setting H(x) = exp,(7y,n(x)), the continuous map
H: A — M satisfies do(H,ia) <eand ho H= Hogon A.

5. It remains to prove that H is injective. Suppose z,y € A satisfy H(z) =
H(y). Then for any k € Z, by the triangle equality, we have

d(¢"(x),9"(v)) < d(g"(x), H(g"(x))) + d(H(g"(x)), H(g"(y))) + d(H(g"()), 9" (v))
<e+d(h*(H(z)),h*(H(y))) +¢
=ec+0+¢
< 2¢y.

Since g|a is expansive with weak expansivity constant 2¢g, it follows that x = y.
This finally completes the proof. [ |



LECTURE 43

Isolated Hyperbolic Sets

In this lecture we look at isolated hyperbolic sets. Roughly speaking, an invariant
set is isolated if there are no other invariants sets sufficiently close to it. The
notion of an isolated invariant set makes sense in the topological category, so we
begin there.

DEFINITION 43.1. Let f: X — X be a dynamical system on a compact’ metric
space. Given any set A C X, the maximal invariant set of f in A, written

inv(A, f), is defined to be

inv(A, f) = ﬂ frA).

keZ
Thus inv(A, f) consists of points whose total orbit never goes out of A.

LEMMA 43.2. Let f: X — X be a dynamical system on a compact metric space,
and let A C X be either open or closed. Then:

(i) inv(A, f) C A is (possibly empty) completely invariant set, with inv(A, f) =
A if and only if A is completely invariant.

(i) if f(A) € A then inv(A, f) is compact.
Proof. Part (i) is clear. Assume f(A) C A, and let K be a compact set such that
inv(A, f) C K C A

Then inv(A, f) = inv(K, f). Since K is compact and f is continuous, inv(K, f) is
compact. This proves part (ii). [

DEFINITION 43.3. A compact completely invariant set ¥ C X of f is said to be
isolated if there is a neighbourhood” U of Y such that

Y =inv(U, f).
In this case we call U an isolating neighbourhood for Y.

REMARK 43.4. As the proof of Lemma 43.2 shows, if Y is an isolated invariant set
with isolating neighbourhood U, then if K is any compact set with

YCK°cKcCcU
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for the sake of a uniform presentation we stick to the compact setting.
2Recall our convention is that neighbourhoods are always open sets.
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then we also have Y = inv(K, f). We then call K a isolating compactum® for
Y. Conversely if YV is a compact completely invariant set with the property that
there exists a compact set K such that Y C K° and Y = inv(K, f), then we also
have Y = inv(K?, f), and thus Y is isolated.

In order to cut down on the number of adjectives, in later lectures we will adopt
the terminology that an isolating set for a compact completely invariant set is
either an isolating neighbourhood or an isolating compactum. Thus isolating sets
are rather malleable: once we have one we can shrink or enlarge it as required, and
we can choose it to be open or compact, depending on which is more convenient.

The entire space X is trivially always isolated. A more interesting example is:

EXAMPLE 43.5. Let f: M — M be a differentiable dynamical system, and suppose
x € M is a hyperbolic fixed point. Then by Corollary 33.7, the set {z} is always
isolated.

Not all hyperbolic sets are isolated however. This is an important difference
between hyperbolic fixed points and more general hyperbolic sets, and explains
why hyperbolic dynamics can be more interesting than those of a fixed point.

Our key example of a non-isolated hyperbolic set—which we will cover in detail
in Lecture 47—is the closure of the orbit of a transverse homoclinic point. The
dynamics near a non-isolated hyperbolic set are typically extremely complicated.
For instance, in Lecture 47 we will prove that a dynamical system is always chaotic
in a neighbourhood of a transverse homoclinic point (cf. Corollary 47.10).

REMARK 43.6. Despite the fact that both Theorem 41.7 and its big brother, The-
orem 42.2, come with uniqueness clauses attached, they do not imply that all
hyperbolic sets are isolated (which is good, since they’re not!) As an instructive
exercise, try to fallaciously use Theorem 42.2 to prove that all hyperbolic sets are
isolated. You will no doubt quickly see why the proof breaks down.

Our aim in this lecture is to improve Theorem 42.2 in the case where the hy-
perbolic set is isolated. We begin with the following piece of topological dynamics.

PROPOSITION 43.7. Let X be a compact metric space and f: X — X a reversible
dynamical system. Assume Y C X is an isolated completely invariant set with
isolating neighbourhood U. For any a > 0 there exists a neighbourhood U of f in
Hom(X) such that if g € U then the maximal invariant set of g in U is contained
in B(Z,a):

inv(U, g) C B(Z,a).

Proof. For any a > 0 there is n > 1 such that

n

() f*(U) c B(Z,a/2).

k=—n

3A compactum is a fancy, if somewhat quaint, name for a compact set. The plural of com-
pactum is compacta.



Since this is a finite intersection, there exists a neighbourhood U of f in Hom(X)
such that for g € U one also has

() ¢*(U) c B(Z.a).

k=—n
Then by definition one also has inv(U, g) C B(Z,a). ]

Before stating the improvement of Theorem 41.7 to isolated hyperbolic sets, let
us first introduce some more terminology, so as to make the forthcoming proof less
clunky:.

DEFINITION 43.8. Suppose f and g are two reversible dynamical systems on a
compact metric space (X, d). Let Y be a compact completely invariant set for f
and Z be a compact completely invariant set for g. We say that f|y and g¢|z are
e-conjugate if there exists a homeomorphism H: Y — Z such that the following
commutes:

% fly v
S — s 7
glz

and that
d(H(z),z) <e, Vzev.

Note such an H can exist only when
YUZcC (B(Y,e)NB(Z,e)).

This definition is essentially just a rephrasing of the notion of weak structural
e-stability, and hence we have:

ExXAMPLE 43.9. Suppose A is a compact completely invariant set for f, and as-
sume f is weakly structurally e-stable on A. Then for g close enough to f, the
continuation A, of A to g is well-defined, and f[, and g|s, are e-conjugate.

We now present a strengthening of Theorem 41.7 in the isolated case.

THEOREM 43.10. Let f be a dynamical system on a compact smooth manifold M .
Let A be an isolated hyperbolic set with isolating neighbourhood U. For any € > 0,
there is a neighbourhood U of f in Diff' (M) such that if g € U then inv(U, g) is an
isolated hyperbolic set for g, and gl (v,g) is €-conjugate to f|,.

REMARK 43.11. Theorem 43.10 is rather similar to Theorem 41.7. Both of them
assert that if A is hyperbolic for f then any sufficiently near g will also have a
hyperbolic set A, near to A, and moreover f|;y and g|a are e-conjugate. However
Theorem 43.10 is stronger than Theorem 41.7 for three reasons.

e Firstly, Theorem 43.10 tells us that if original hyperbolic set A was isolated
for f, then the new hyperbolic set A is isolated for g.

3



e Secondly, Theorem 43.10 actually gives us a way to construct the new invari-
ant set A, namely,
A =inv(U, g).

In contrast, Theorem 41.7 merely proves the abstract existence of some e-
conjugacy H. It is not at all easy to extract from the proof of Theorem 41.7
a recipe for writing H down explicitly.

e Finally, Theorem 43.10 tells us that the new isolated set A only depends on
U and g. This is surprising, since the e-conjugacy H from Theorem 41.7
manifestly depends on both f and g.

The proof of Theorem 43.10 should remind you of the proof of the uniqueness
part of Proposition 32.4.

Proof of Theorem 43.10. To keep the notation uncluttered during the proof, we
will denote all inclusions simply by ¢. By Theorem 42.2 there is a neighbourhood
Uy of f in Diff' (M) and two numbers ag,go > 0 such that for any g,h € Uy and
any compact completely invariant set A C B(A,ag) of g, there is at most one
continuous map H: A — M such that

Hog=hoHonA
{ og oH on A, (43.1)

dg(H,Z) S €o-

Without loss of generality we may assume that B(A, ag +&9) C U. By Proposition
43.7 there is a C° neighbourhood U, of f in Hom(M) such that if g € U; then

inv(U, g) C B(A, ay).

Now let ¢ > 0 be given. We may assume that 2¢ < ;. We apply Theorem 42.2
again to find another neighbourhood U C Uy N (Diff' (M) NU,) such that if g, h € U
and A C B(A,ap) is a compact completely invariant set for g then there is at least
one continuous injective map such that (43.1) holds (with &y replaced with ¢).

In particular, since inv(U, g) is one such set (cf. part (i) of Lemma 43.2), there
is a continuous injective map H: inv(U, g) — M with

Hog=hoH on inv(U, g),
do(H,Z) S g.

Reversing the roles of g and h gives another continuous injection G : inv(U, h) — M
such that

Goh=goG on inv(U,h),
do(G,Z) <e.

Observe that
H(inv(U,g)) € B(inv(U, g),e) C B(A,ag +€o) C U.

Since H (inv(U, g)) is h-invariant and inv(U, k) is the maximal invariant set of h in
U, it follows that
H (inv(U, g)) C inv(U, h).

4



Thus the composition F' == G o H: inv(U,g) — M is therefore a well-defined
continuous injective map which satisfies

{Fog:gOFon inV(Uvg)7 (432)

do(F,Z) <e4e < ¢g.

However the inclusion i: inv(U, g) < M is another solution of (43.2), and thus by
the uniqueness of solutions to (43.1), we deduce that F' = i. Similarly H oG agrees
with the inclusion inv(U, h) < M. Thus we must have

H(inv(U, g)) = inv(U, h)

and g\inv(ug) and h]inV(U,h) are e-conjugate. Now take h = f to complete the proof.
|

We only used the hypothesis that A was isolated right at the very end of the
proof. Thus the same argument proves:

COROLLARY 43.12. Let f be a dynamical system on a compact smooth manifold
M, and let A be a compact hyperbolic set. There exists a compact set K such that
A C K° with the following property: For any ¢ > 0, there is a neighbourhood U
of f in Diff' (M) such that if g € U then inv(K, g) is a hyperbolic set for g, and

Glinv(rc,g) 1S e-conjugate to f|a.

Applying Corollary 43.12 with ¢ = f shows that inv(K, f) is a hyperbolic set
for f with A Cinv(K, f). If A is not isolated then this inclusion is necessarily strict
A Cinv(U, f). This proves:

COROLLARY 43.13. Let f be a dynamical system on a compact smooth manifold
M, and let A be a compact hyperbolic set. There exists a compact set K with
A C K° such that inv(K, f) is a compact hyperbolic set containing A.

REMARK 43.14. Warning: Corollary 43.13 does not assert that every compact
hyperbolic set can be extended to an isolated hyperbolic set (since it may not hold
that inv(K, f) C K°). In fact, there exist compact hyperbolic sets that cannot be
extended to isolated hyperbolic sets. The first examples were found by Crovisier in
2001, and ten years later Fisher constructed various robust such examples.
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LECTURE 44

The Shadowing Theorem

Let f: X — X be a reversible dynamical system on a compact metric space. Recall
from Definition 3.13 that a é-chain is a sequence (xy), k € Z such that

d(f({L'k), xk-i—l) < 6a VkeZ

A §-chain () is periodic if there exists p > 0 such that xy, = x;, for all k € Z.
As explained in Remark 3.14, a (periodic) d-chain can be thought of as a sequence of
points in X that are indistinguishable from a (periodic) orbit of f by a “measuring
device” which is only accurate up to the nearest ¢.

DEFINITION 44.1. Let f: X — X denote a reversible dynamical system on a com-
pact metric space. Let (zj) denote a d-chain for f. A point y € X is said to
e-shadow the d0-chain (x) if

d(f*(y),zx) <e, VkeEL

Roughly speaking, the main results of the next two lectures—the Shadowing
Theorem 44.3 and the Anosov Closing Lemma 45.1—assert that, for any ¢ > 0
there exists a ¢ > 0 such that any J-chain (xy) is e-shadowed by exactly one point
y. Moreover if the d-chain (xy) is periodic then y is a periodic point of f.

REMARK 44.2. In terms of our measuring device analogy, this tells us that an
accuracy of 0 is “good enough”. From a real-world point of view, the importance
of this statement cannot be overstated. No real-world measuring device can ever
be perfectly accurate, and therefore in practice it is never possible to detect with
100% certainty a periodic orbit of a real-world dynamical system. The Shadowing
Theorem tells us it suffices to use a device which is only accurate up to ¢ in order to
prove the existence of a true orbit. The price to pay is that we can only claim that
the true orbit lives somewhere within an e-neighbourhood of where our measuring
device thinks it does (and typically § < €). Nevertheless, this is still a significant
conceptual improvement—up to now, we had no way of proving the existence of
any periodic orbits at all!

Here is the precise statement of the main result we will prove today.

THEOREM 44.3 (The Shadowing Theorem). Let f be a dynamical system on a
compact manifold M and let A C M be a compact hyperbolic set. There is g > 0
and 0y > 0 such that every dp-chain contained in A is eg-shadowed by at most one
point. Moreover for any 0 < € < g there is a 0 < § < ¢ such that every d-chain
contained in A is e-shadowed by at least (and hence exactly one) point.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
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REMARK 44.4. Note that Theorem 44.3 is not asserting that the unique point that
e-shadows the d-chain actually belongs to A. However this is indeed the case if A
is isolated, as you will prove on Problem Sheet S.

In order to prove Theorem 44.3 we will introduce a new concept: Our treat-
ment will be somewhat ad hoc, as treating this in full generality would lead to
unnecessarily complicated notation.

DEFINITION 44.5. Suppose x = () is any sequence in M. Let
T M = {(k,v) €ZxTM |v e T, M},

and let w: TyM — Z denote the map that sends (k,v) to k. If we think of Z as a
(disconnected!) zero-dimensional manifold, then w: TyM — Z is a vector bundle
over Z. We call TyM the tangent bundle over x.

DEFINITION 44.6. || - ||
A norm |-| on ToM is a choice (|| - |x)
T,, M. Given such a norm |-|, we denote by

T M(r) = {(k,v) € ZxTM | v € Ty, M, |||y <r}.

kez of norms on each tangent space

REMARK 44.7. If U C M is an open set containing every point zj, then any C°
norm on Ty M induces a norm |-| on TyM by restriction. However it is important
to realise that not every norm |-| on T,M comes from a norm on T'M. As an
extreme example, if x is the constant sequence x; = x then a norm |-| on T,M
is a simply a collection (|| - [|5) of norms on T, M. Unless || - || is also a constant

sequence of norms, the norm |-| cannot be induced from a norm on TM.

DEFINITION 44.8. We denote by I'(x) the space of sections of Ty M. Such a section

v takes the form
v Z— TM, (k)

where 4: Z — T'M is a map such that ¥(k) € T, M.

I
—
=
N
—

&y
N—
N—

(44.1)

Equip I'(x) with the norm
|71 = sup [|5(F) |-
kez
Let I'y(x) C I'(x) denote the bounded sections

Dy(x) = {7 € T(x) | 7] < oc}.

Then (T'y(x), ]| - ||) is a Banach space. Given r > 0, let I',(x) C I';(x) denote those
sections v with |y| < r.

NOTATION. Denote by +: Z — Z the map k +— k + 1.

We will mainly be interested continuous fibre preserving maps ® over +.

™M —2 T, M
7 T s 7,



Explicitly, this means ® is of the form
D (k,v) = (k+1,®4(v)), (44.2)

where ®: T, M — T,, . M is a continuous map. If each ®; is a linear map, we

say that ® is a vector bundle morphism over +.

(&) REMARK 44.9. The preceding definitions may all seem somewhat contrived.
However they fit into a standard differential geometry construction of a pullback
bundle. For completeness, let us briefly recall how pullback bundles are defined.
Suppose f: M — N is a smooth between two smooth manifolds, and 7: P — N is
a vector bundle over N with fibre F'. We define the pullback bundle f*P — M
as follows: Set

fE={(x,p) € M x P| f(z) =7(p)},
and define w: f*E — M by
w(z,p) = z.

It follows straightforwardly from the definitions that w: f*E — M is a vector
bundle over M with fibre F', with

f*E(x) = P(f(z)), Vaxe&M.

To fit Definition 44.5 into this framework, observe that we can regard a sequence
x = () in M as a smooth map x: Z — M, where Z is thought of as (disconnected!)
0-dimensional manifold. Then by definition, we have

XT'M =T, M.

DEFINITION 44.10. Fix a sequence x = () in M, and fix a norm |-| = (|| - ||)
on T,M. A hyperbolic linear operator over x is vector bundle morphism

kEZ

L: T,M — T, M, (k,v) = (k+1, Lyv)
over + which is uniformly hyperbolic, in the sense that each

Ly: Ty M — Ty, M

Tr+1

is a hyperbolic linear operator’, such that the same constants work for all L;,. That
is, each space T, M has a splitting

T, M = E @ E!,

such that Ly E}; C E}, and LiE); C E} |, and that there exist constants C' > 1
and 0 < p < 1 such that for all k£ € Z,

[ Ligi 0+ 0 Ligy © Lyv|lpgin < Cplllolly, Vv e ER, Vi >0,
LYo oLt o Litollpi < Cutljv||s, VoveEr,, Vi>0.

IThis is a slight generalisation of our previous notion of a hyperbolic linear operator, as the
domain and range are not the same normed vector space.



Since the constants C, 4 are independent of k, one can apply Proposition 29.11
to produce a norm |-|, on the bundle TyM which is adapted to each Ly, (i.e. for
which C' = 1) and for which the skewness of L with respect to this norm:

7(L) = sup7(Lg) (44.3)

ke,
is strictly less than one”. One can then also perform the process described in Lemma
29.14 to produce a norm |-|,,, which is both adapted and of box type for L. Note
that even if |-| is induced from a norm on M (cf. Remark 44.7), |-],, may not be.

The notion of a Lipschitz perturbation of a hyperbolic linear operator is defined
as you would guess:

DEFINITION 44.11. Let ®: T,M — T, M be a continuous fibre preserving map over
+. Write @ as in (44.2). We say that ® is Lipschitz continuous if each map

CI)kZ (Tkaa || ’ ||k) — (Txk+1M7 || ’ ||k+1)

is Lipschitz continuous, and moreover if the Lipschitz constants are bounded uni-
formly, that is,

lip(®) = suplip(P;) < oo.
keZ

DEFINITION 44.12. Let ®: T,M — T, M be a continuous fibre preserving map
over +. A section 7 is said to be invariant if

B(y(k)) =~v(k+1), Vk € Z.
that is, if
o (y(k) =k +1),  VkeZ,
where 4 and @y, are as in (44.1) and (44.2) respectively.
Let O denote the trivial section
0(k) = (k,0,,).
The following result is very similar to (but simpler than) Proposition 39.8.

PROPOSITION 44.13. Let x = (x)) denote any sequence in M. Suppose L.: T,M —
T.M is a hyperbolic linear operator. Let |-| denote a norm on T,M which is
adapted and of box type with respect to L, and let 0 < 7 < 1 denote the skewness
of I with respect to |-|. Fix r > 0, and assume ®: T, M (r) — T, M is a Lipschitz
continuous map satisfying

lip(®) < 1— 7.

Then L + ® has at most one invariant section v € I'.(x). If in addition one has
|®(0)] < (1—7—lip(®))r,

then L + ® has at least one (and hence exactly one) invariant section vg € I',.(x),
which moreover satisfies

|®(0)]
1—7—lip(®)

2If the constants C, j were not bounded independently of & then one could still produce an
adapted norm |-|, on the bundle TyM, but then the supremum in (44.3) could be equal to 1.

|ve| <
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Proof. Argue as in Proposition 39.8, replacing all “z” subscripts with “k”. [ |
We now prove the Shadowing Theorem 44.3.

Proof of the Shadowing Theorem 44.3. Let || - || denote a C° norm on Ty M which
is adapted and of box type with respect to f and A. Take ¢y > 0 and dy > 0 small
enough such that for every 0 < § < dy and every d-chain x = (xy), the map

F: T,M(eo) — T M

given by
F(k,v) = <k‘ +1, expg;irl of o expxk(v)>

is well defined. Let 0 < € < gy. If a point y € M e-shadows a d-chain x = (zj) then

v(k) = (k,exp; (f*(v))

is an F-invariant section belonging to I'.(x). Thus the existence of a point y that
e-shadows a d-chain is equivalent to the existence of an invariant section of F.
First note that there exists a constant ro > 0 such that if d(f(x),y) < ro then
the operator
Dy = D(exp,)”'(f(z)) o Df(x): T,M — T,M

is a well-defined linear operator which depends continuously on both z and y and

agrees with D f(x) for y = f(z). Thus for r < rq sufficiently small, if z,y € A satisfy

d(f(z),y)) < r then the operator D, , satisfies the hypotheses of Proposition 31.9

with respect to the hyperbolic splitting of T,M = E*(z) & E*(z) and T,M =

E*(y) @ E"(y). Thus by Proposition 31.9, for r > 0 sufficiently small, if z,y € A

satisfy d(f(z),y) <r then D, , is a hyperbolic linear operator from T, M to T, M.
Thus up to shrinking dy, the operator

Df: T,M — T, M

defined by
Df(k,v) = (k +1, Dmkmlv)

is a hyperbolic linear operator over x. Moreover using the continuity statement
from Proposition 31.9 together with Proposition 38.10, we can produce from || - ||
anew norm |-| = (]| - Hk)keZ on Ty M which is both adapted and of box type with
respect to Df, and which is uniformly equivalent to || - || in the sense that there
exists ¢ > 1 such that

1
o]l < vlle < vl VoeT, M, VkeZ.
c

Since

F(k7 U) - (k + 17 eXp:;k1+1 Oexpf(zk) OJ/C\({L']“ U)) )

it follows from the same argument as Proposition 39.7 that for any r > 0, there
exists € > 0 such that
e =F-Df: T,M — T, M



satisfies lip(®@; || - ||) < r on a small ball about the zero section in T, M. Since |-]| is
uniformly equivalent to || - ||, the “norm-switching” argument we saw in the proofs
of Proposition 40.8 and Theorem 42.2 tells us that lip(®;|-]) can also be made
arbitrarily small on a small ball in T, M.

Thus after shrinking §y and 3, we can apply Proposition 44.13 to F. Both
statements of the Theorem follow immediately from Proposition 44.13, and so the
proof is complete. [ |



LECTURE 45

Axiom A and the Anosov Closing Lemma

We begin this lecture with an extension of the Shadowing Theorem that allows
us to “detect” periodic orbits (cf. Remark 44.2). This famous result is due to
Anosov. Recall we say that a d-chain (x}) is periodic if there exists p > 0 such
that zy1, = x) for all £k € Z. The minimal such p is called the period of (xy).

THEOREM 45.1 (The Anosov Closing Lemma). Let f be a dynamical system on a
compact manifold M and let A C M be a compact hyperbolic set. For every € > ()
there exists 0 > 0 such that every periodic d-chain in A is e-shadowed by a periodic
point of f.

The name “Closing Lemma” stems from the fact that the Theorem allows us to
“close” a periodic chain up into a true orbit.

Proof. By the Shadowing Theorem 44.3 there are ¢y > 0 and g > 0 such that every
do-chain can be gg-shadowed by at most one point, and moreover if 0 < € < gy then
there exists 0 < 6 = d(¢) < dp such that every d-chain is e-shadowed by at least
one point.

Now let € > 0 and let § = () be as above. Let (xx) be a periodic d-chain of
period p. Then there exists a point y that e-shadows the (zy):

d(fk(y),fk) <e, VkeZ.
Since Ty4, = T, it follows that

d(fk(fp(y>)’ xk’) - d(fk+p(y)7xk+p) <eg, Vk e Z.

Thus fP(y) also e-shadows (xj). By uniqueness, this implies that f?(y) = y. Since
f is reversible, y is a periodic point'. This completes the proof. [ |

We now prove an stronger version of the Shadowing Theorem 44.3 and the
Anosov Closing Lemma 45.1. This result allows the chain to slightly “escape” the
hyperbolic set. The improvement is mild and somewhat technical, but it will be
useful later on in the course.

PROPOSITION 45.2. Let f be a dynamical system on a compact manifold M and let
A C M be a compact hyperbolic set. For every € > 0 sufficiently small there exists
p > 0 such that every p-chain contained in B(A, p) is e-shadowed by a unique point
in M. Similarly for every € > 0 sufficiently small there exists p > 0 such that every
periodic p-chain contained in B(A, p) in e-shadowed by a unique periodic point of

f.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. = Last modified: June 08, 2020.
INote however that p does not have to be the minimal period of y.


https://www.merry.io

Proof. We prove the first statement only, since the second follows in exactly the
same way as the proof of of the Anosov Closing Lemma 45.1. Given ¢ > 0 suffi-
ciently small, the Shadowing Theorem 44.3 gives us d > 0 such that every d-chain
contained in A itself is $-shadowed by a point, and moreover that there is at most
one point that 3—25—shadows this point. Let r > 0 be such that

dw,z) <r = d(f(w), f(2)) <

i 0 €
=min{7r, —, — p.
p 7372

Then if (zj) is any r-chain and (y) is any collection of points in M such that

Wl >

Set

d(yg, x) <, Vk e Z,

then (y) is actually a d-chain. Now suppose (xy) is a p-chain contained in B(A, p).
Then there exists yr € A such that d(zy,yr) < p. We claim that (y;) is itself a
0-chain. Indeed:

d(f(ye)s yrer) < d(f(yn), flzr) + d(f(@r), Ter) + d(Thsts Yrsr)
0
< 3 +p+p
< 4.

£

Thus §$-shadowed by a point z € M. Then since p < 5, (z) is also e-shadowed by
z. Finally, this point z is unique, since if w is any point that e-shadows (z},), then
w also %—shadows the yg, and by assumption there is at most such point. [ |

Next, let us recall the notion of the chain recurrent set from Definition 3.13. If
f: X — X isareversible dynamical system on a compact metric space then a point
x € X is said to be chain recurrent if for any 6 > 0 there is a finite d-chain that
starts and ends at x. That is, for any d > 0 there exists a tuple (zx), k =0,...,p,
such that zp = z, = = and d(f(xk),ka) < 0 for each k = 0,...,p — 1. The
set of chain recurrent points is denoted” by cha(f). By Proposition 3.15 the chain
recurrent set is a non-empty compact completely invariant set which contains the
non-wandering set nw(f), and hence also

per(f) C cha(f). (45.1)
We will need the following slight extension of Proposition 3.15.

PROPOSITION 45.3. Let f: X — X be a reversible dynamical system on a compact
metric space. For any e > 0 there is § > 0 such that if (xy)kez Is any periodic 6-chain
passing through a point in cha(f) then (x) C B(cha(f),e).

2In Definition 3.13 we wrote chay(f) to indicate the dependence of the chain recurrent set
on the metric. However by Proposition 3.16, in the compact case the chain recurrent set is
independent of the metric. Since we will only be interested in compact spaces, we omit the d in
our notation.



Proof. If the result is false we can find numbers (p,) € N and sequences (z¥) of
points in X for k € Z and 0 < i < p;, such that for each k € Z:

e (2F)o<i<p, 18 a finite periodic £-chain that starts in cha(f),
e (2F)o<i<p, is not contained in the ball of radius € about cha(f), i.e. there
exists 1 < I < pp — 1 such that zi* ¢ B(cha(f),e).
Up to passing to a subsequence, we may assume that xfk — y for some point y € X.
This point y does not belong to cha(f), since it is a limit of points that lie at least
e from cha(f).

This means that there exists ¢ > 0 such that there is no finite periodic d-chain
that starts and ends at y. Let r > 0 be such that

dw,2) <r = d(f(w), f(2)) <

and choose k% such that d(y, xfk) < r. Then

and similarly

< ) n 1
— 2 k
< 0.
Therefore
y,xfkﬂ, e 756];;971737’;;@ =ab b ,xfkfl,y
is a finite d-chain from y to itself, which contradicts the choice of §. The proof is
complete. [ |

We will use Proposition 45.3 to show that if the chain recurrent set is hyperbolic
then (45.1) is actually an equality.

PROPOSITION 45.4. Let f be a dynamical system on a compact manifold M. If
cha(f) is hyperbolic then cha(f) = per(f).

Proof. Let x € cha(f) and take ¢ > 0 small. By Proposition 45.2 there exists
p > 0 such that every periodic p-chain contained in B(cha(f), p) in e-shadowed by
a periodic point of f. Next, by the last statement of Proposition 45.3 there exists
0 < § < p such that any periodic d-chain through x is contained in B(cha(f), p).
Since x € cha(f) such a d-chain certainly exists. Thus there exists a periodic point
y of f that e-shadows this chain. In particular, d(x, f'(y)) < ¢ for some iterate
f(y) of y. Since € was arbitrary, this shows that x € per(f), and since x was
arbitrary it ofllows that cha(f) C per(f). Since the reverse inclusion always holds
by Proposition 3.15, the proof is complete. [ |

3



If cha(f) is hyperbolic then
cha(f) = nw(J),
since the non-wandering set is sandwiched between per—(f) and cha(f). Thus
cha(f) hyperbolic = nw(f) hyperbolic.

The converse direction is not true. It is clear from Proposition 45.3 that a necessary
condition for the chain recurrent set to be hyperbolic is that nw( f) is hyperbolic and
nw(f) = per(f). Such a class of dynamical systems gets its own (rather unhelpful)
name.

DEFINITION 45.5. Let f: M — M be a dynamical system on a compact manifold.
We say that f satisfies Axiom A if the non-wandering set nw(f) is hyperbolic and

nw(f) = per(f).

The importance of the Axiom A condition will become clear in Lecture 50 when
we discuss omega stability. For now let us just note that:

COROLLARY 45.6. Let f: M — M be a dynamical system on a compact manifold.
If f does not satisfy Axiom A then cha(f) is not hyperbolic.

In fact, an equivalent formulation of the main theorem from Lecture 49 is that
the chain recurrent set is hyperbolic if and only if f satisfies Axiom A and has no
basic cycles. The latter condition will be defined in Lecture 49.

We conclude this lecture by discussing (yet another) type of stable manifold.

DEFINITION 45.7. Let f: X — X be a reversible dynamical system on a compact
metric space X and let A C X be a compact completely invariant set. We define
the global stable manifold of A to be the set

WH(A, f) ={ze X |d(ffz),A) = 0as k- o},
and the global unstable manifold of A to be the set
WA, f)={zeX|d(f"x),A) - 0ask— oo},

The name is a bit of a misnomer, as these sets are typically not manifolds. The
next lemma is on Problem Sheet S.

LEMMA 45.8. Let f: X — X be a reversible dynamical system on a compact metric
space X. Let A C X be a compact completely invariant set. Then

r e W?(A,f) & we(z) C A,

and

r e WU(A,f) & ar(z) C A,

If z € Aand y € W9(x, f) then clearly y € W*(A, f), and similarly for the
unstable case. But what about the other direction?



DEFINITION 45.9. Let f: X — X be a reversible dynamical system on a compact
metric space X. Let A C X be a compact completely invariant set. We say that
a point y € W*5(A, f) is in phase with a point € A if y € W*(x, f). Similarly
we say that a point y € W"(A, f) is negatively in phase with a point x € A if
y € W*(z, f).

In general there is no reason why every point must be in phase. However for an
isolated hyperbolic set, this is always the case.

THEOREM 45.10 (The In Phase Theorem). Let f be a dynamical system on a
compact manifold M and let A C M be an isolated compact hyperbolic set. Then
every point is in phase:
WA, f) =W, £).
z€EA

and

WA, f) = |J W, ).

zEA

Proof. We give the proof for the stable sets only. It is clear that the right-hand
side is contained in W*(A, f), and thus if suffices to show that if y € W*(A, f) then
y € We(z, f) for some x € A.

Let » > 0 be the number from Proposition 40.8 so that for all x € A,

Wiser (2, f) = {z € M | d(f*(2), f*(2)) <7, VEk > 0}.

Shrinking r if necessary, we may assume that B(A,r) is contained in an isolating
neighbourhood U of A. By the Shadowing Lemma 44.3, there is a 0 < § < 7 such
that every d-chain in A is §-shadowed by some point in M. Using continuity of f,
take 0 < € < § such that if (z) C A is any sequence of points such that

d(fk<y)7xk) <eg, VEk > O:

then (zy) is actually part of a d-chain. Since y € W*(A, f), there exists p > 1 such
that d(fk(y), A) < ¢ for all £ > p. This means that for all & > p there are points
x, € A such that d(f*(y),zr) < e. Thus (zx)ksp, is part of a é-chain. If we set
zy = fF7P(z,) for k < p then (zj)rez is a true d-chain.

Thus (zj) is 7/2-shadowed by some point z. This implies that

OP*“(z) c B(A,r/2) C U.

Since U is an isolating neighbourhood for A, it follows that € A. Then for k£ > p,
r
A ), 1) < d(fH) o) +d(an fH@) e+ 5 <

By choice of r, it follows that f?(y) € Wi, .(fP(x), f). Thus y € W*(z, f) by (40.1)
(Problem S.1). This completes the proof. ]

We will use the In Phase Theorem 45.10 in Lecture 19 (cf. Corollary 49.4 and
Proposition 49.11.)



LECTURE 46

The Inclination Lemma

The aim of this lecture is to prove the following theorem of Palis, which is one
of the cornerstones of chaotic dynamics. This result is sometimes also called' the
“Inclination Lemma”.

THEOREM 46.1 (The Inclination Lemma). Let f be a dynamical system on a com-
pact manifold M and suppose x is a hyperbolic fixed point. Set d = dim E"(x)
and fix a point y € W*(x, f). Suppose B and D are two C' embedded discs of
dimension d in M with

B cCc Wz, f), yeD,

and such that D is transverse to W*(x, f) at y:
T,D + T,W*(x, ) = T, M.

Then for any € > 0 there is a p > 1 such that for all k > p, f*(D) contains a C*
embedded disc of dimension d which is e-close to B in the C*-topology.

We will see next lecture why this theorem is powerful. There are three “sur-
prising” things about the statement: D could be very small, B could be very large,
and the angle between D and W*(z, f) could be very small. See Figure 46.1. The
difficult bit is, of course, the C' statement: the C° statement is (almost) obvious
from the picture.

REMARK 46.2. The Inclination Lemma 46.1 has a straightforward extension to
hyperbolic periodic points. Indeed, if x is a hyperbolic periodic point of f of period
p, then z is a hyperbolic fixed point of fP. Moreover from the definition we have

Wz, [) = Wz, [7), Wz, f) = Wz, f?).

Thus in the statement of Theorem 46.1 the phrase “hyperbolic fixed point” can be
replaced with “hyperbolic periodic point”.

Let us first consider a local version. Suppose f: {2 — FE is a local dynamical
system, and suppose 0 € €) is a hyperbolic fixed point. We endow E with a norm
which is adapted to D f(0) and of box type with respect to the splitting £ = E°*®E".
Instead of the direct sum notation, it is more useful today to think of £ = F* x E*
as a product. Since the norm is of box type, one has E(r) = E*(r) x E*(r). To
keep the notation in this lecture as simple as possible, we will always use the letter
u for a point in E, v for a point in £*, and w for a point in £*. Thus the notation
u = (v, w) means that v = ugs and w = w,,.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
IThe reason for the name “\-Lemma” comes from the fact that Palis denoted a certain
constant—defined in (46.2) below— by A. (You might think I'm joking. I'm not.)
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Figure 46.1: The Inclination Lemma.

Now fix 7 > 0 such that the conclusion of the Local Unstable Manifold Theorem
34.3 holds. Thus there are C! maps

E: B°(r) — E*(r), & E"(r) — E°(r),
with
£5(0) =0, DE(0) =0,  &(0)=0, DE,(0) =0,
and such that

Witer(0,f) =8r(&),  Wige, (0, ) = gr(&u).
Consider the map
o B (r) x E'(r) = B, o(v,w) = (v-&(w),w - &(v)).
Then
0(0,0) = (0,0),  Do(0,0) =1id,

and hence by the Inverse Function Theorem 30.7, after possibly shrinking r, the
map o is a O diffeomorphism onto its image. We can therefore view o as a chart
on F, and look at the representation f of f in this chart:

fi=0ofoo ' E(r)— E.

Then

f(0)=0,  Df(0)=Df(0),
and hence 0 is also a hyperbolic fixed point of f . This coordinate change has the
nice effect of putting the stable manifolds “on the axes”. See Figure 46.2.

LEMMA 46.3. The local stable manifold off is of the form B® x {0} for B® a ball
in E*, and the local unstable manifold of f is of the form {0} x B* for B* a ball in
EY,



E* [y B =W

Figure 46.2: The coordinate change o.

Proof. Observe that o(v, w) = (v, 0) for some v’ if and only if w = &;(v). Thus for
r > 0 sufficiently small,

o (B (r) x {0}) C gr(€).
The lemma follows. [ ]

From now on we suppress the f notation and simply write f again. Choose
r > 0 small enough that E*(r) C B® and E"(r) C B*. Set V = E*(r) x E%(r).
Then every point in V' of the form (v,0) belongs to the local stable manifold and
every point in V' of the form (0, w) belongs to the local unstable manifold.

Consider a point (¢,0) € V and let D denote a disc of dimension d = dim E*
which is transversal to the local stable manifold at (¢,0). For k£ > 0 let Dy denote
the connected component of f¥(D) NV containing f*(q,0). The difficult part of
the proof of Theorem 46.1 is contained in the following local version. See Figure
46.3.

THEOREM 46.4 (The Local Inclination Lemma). Given ¢ > 0 there exists p > 1
such that for all k > p, D;, contains a C' embedded disc of dimension d which is
e-close to {0} x E“(r) in the C' topology.

Let us show how the (global) Inclination Lemma follows from the local one.

Proof of the Inclination Lemma 16.1. We may assume that y is in Wi, (z, f) for
r small by replacing y with f*(y) for k large. Similarly by shrinking D if necessary
we may assume that D is contained in small ball about x. It then suffices to show
that we can make D close to a small disc B inside Wi (z, f), since a small disc
in W¥(z, f) gets mapped onto a larger disc by successive applications of f. This
means that it is enough to prove a local statement. Moreover by choosing a chart
o on M about x appropriately, we may assume that we are in the special situation
prescribed in the Local Inclination Lemma 46.4. Thus Theorem 46.1 is a direct
consequence of the Local Inclination Lemma. [ |

The rest of the lecture is devoted to the proof of Theorem 46.4. This proof is
non-examinable.



c f7(D)

Figure 46.3: The Local Inclination Lemma.

Proof of Theorem 46.4. We proceed in five steps.

1. In this first step we set up notation. Let us abbreviate L := Df(0,0) and
A= L, and B .= L,,. Then we can write

fo,w) € (v + p(v,w), Bw + (v, w)),
for two C! functions ¢, 1. Let 7 < 1 denote the skewness of L, so that
JA[*> <7 [IBTHP < 7.

Note also that since L,; = Lg, = 0, one has
dp oY -
ow l{oyxeer)y  OvlEs(r)x{0}

Thus by continuity of these partial derivatives there exists 0 < p < land 0 <’ <r
such that

(46.1)

1
TH+u <1, c=——pu>1, w<
T
and such that if V' := E*(r') x E*(r") then

%) op
— <
e 0 v R

We may assume that ¢ € E*(r’) and that D C V’. Now suppose ug is a unit length
vector in Tig o) D. Write uy = (v, wp). Note that wy # 0 as D is transversal to E*
at (¢,0). Consider the inclination of ug:

op

%
ov




The main goal of the proof is to show that under iteration by D f, the inclination
gets smaller in a uniform manner, which will imply that 7'D approaches {0} x E“
under D f. This is essentially just a long, delicate, and rather tedious computation.

2. In this step we show we can control the inclination of ug under iteration.
Set

(qx, 0) = [*(q,0), up = (Vg, wx) = D f(qr—1,0)ug_1, k> 0.
Let A\, denote the inclination of wuy:

_ el

)\k = .
[[wg]]

(46.2)

Since the unit ball in T{,0)D is compact, we may assume that we have chosen ug
so as to maximise Ag. Let us now estimate \,. We have

dp e
Df(q,0)up = <A+ o 0 B iwé—g’(g), 0>> <Z%>

_ (Avo + 5(a,0)v0 + 55 (g, O)W) .

Bwg + g—iﬁ(% 0)wo

Thus

0

||UlH = H UOH H (q70)vo o

ov
< 7ljvoll + pllvoll + pallwoll-

Similarly

0
ol > 8] = | 52000

1
> —[lwoll = pllwoll;
-

and hence

T)\O—F[L)\o‘i‘,u

Similarly we have




and more generally

)\kﬁﬁ-l-ﬂzl-

=1

IA
|
+

Slnce ¢ —0as k— oo and
" c—1
<
c—1 4 7
by (46.1), there exists p > 1 such that for all k > p,

c—1

A < 1

3. Since f is a diffeomorphism, by the choice of uy we know that know that
any non-zero vector in T{4 o)D), has inclination less than or equal to %1. But
what about vectors in T, Dy for points z # ¢;? In this short step we address this
point. Since D is a C' embedded submanifold and f is of class C!, the tangent
planes T,D,, depend continuously on z. Thus there exists a small C' embedded
d-dimensional disc D" C D,, with centre (g,,0) such that for any z € D" and any

unit vector u € T, D', the inclination of u is at worst Cg—l

4. We have shown that we can bound the inclinations uniformly. But this is
not good enough—in order to show that the discs approach {0} x E* we need to
prove that the inclinations converge to zero. We prove this now.

Let 0 < 0 < u be arbitrary. Since

Oy

- =0
Ow | {0} x v (r) ’

we may choose " < r’ such that on V" = E*(r") x E"(r") we have

op
< 4.

max
v’

ow

Up to increasing p and shrinking D', we may assume that D’ C V" and (¢, 0) € V"
for all £ > p. Fix z € D" and let v/ = (v',w’) denote a unit vector in 7,D’. Let
A denote the inclination of u’. As before, we may assume that «' is chosen in such
a way to maximise the inclination . We again compute the inclination of the
iterates of u/ under D f. This is the same computation as before, only the bottom
left-hand term no longer vanishes:

Df(zp = (A :15( )( - B?f é—)< )) (w)



Thus the inclination is

A + B2 (! + 22| _ 'l 4+ gl + S|
152 (2)0" + Bw' + §2(2)w'|| = Zllw'll = pllw'|] = pllv'|
TN + pXN +0
TN
< N+6
—c— N
? ?’+5
¢~ tule—1)
N+446
= glet 1)

where (Q) used Step 3. Set a == 3(c+ 1) > 1. Denoting by )} the inclination of
the kth iterate uj, = D f*u', as before we obtain

,<X+ )
~—ak a—1

Thus there exists [ such that for all k£ > [, one has

1
No<6l1 )
<o (1)

By choice of ', this shows that for any k& > [, every non-zero vector tangent to
fE(D’) N V" has inclination at most

1
1 .
(14 4)

Since § was arbitrary, this shows we can makes the inclinations uniformly small.

5. We are almost done. The last step is to estimate the length of a vector
tangent to f*(D') N V", compared to that of its iterate. But this is easy: with
uy, = (v, wy,) and X, as above,

il = max {log I, llw ]l }

= [Jwill,
provided A, < 1. Moreover from the computation above,

[

I

> c— pN.

Since A, — 0 and ¢ > 1, we see that It 1 > 1 for k sufficiently large. Thus the

[l

length grows.

Hence the diameter of f*(D’) N V" increases. Combining this with Step 4 tells
us that for any € > 0, there exists p = p(¢) > 1 such that, for all £ > p, the set
fE(D') N V" contains a C' embedded disc which is e-close to {0} x E* in the C!
topology. This finally completes the proof. [



LECTURE 47

Homoclinic Tangles

These intersections form a sort of trellis, web, or infinitely tight mesh. ..
One is struck by the complexity of this figure, which I shall not even attempt to draw.

HENRI POINCARE, 1889.

In this lecture we explore some applications of the Inclination Lemma 46.1 to
chaotic dynamics. Recall the definition of homoclinic points and heteroclinic points
from Definition 16.8. A homoclinic tangle arises from a special type of homoclinic
point. Here is the definition.

DEFINITION 47.1. Let f be a dynamical system on a compact manifold M, and
suppose x # y are hyperbolic periodic points. A point z € M is called a transverse
heteroclinic point if z € W*(z, f) N W*(y, f) and the intersection is transverse
at z:

TWo(x, f) + TW*(y, f) = T. M.

Similarly if  is a hyperbolic periodic point then a point z # z € W*(z, f)NW"(z, f)
is called a transverse homoclinic point for z if the intersection is transverse at
z:

TW*(x, f) + TW*(z, f) = T, M.

The transversality condition by itself is nothing special, as the following result
shows.

LEMMA 47.2. Let f be a dynamical system on a compact manifold M, and let
A € M be a compact hyperbolic set. Then there exists ro > 0 such that for any
0 < r < rq there exists a 0 > 0 such that if x,y € A satisfy d(x,y) < ¢ then

Wier (2, [) N Wige o (y, f) = {2} (47.1)

for a unique point z € M, and moreover the intersection is always transverse.
The proof of Lemma 47.2 is deferred to Problem Sheet T'.

REMARK 47.3. In fact, more is true. Let A C A x A denote the diagonal. Lemma
47.2 tells us that there is a well-defined map ¢: B(A,d) — M that sends a pair
(x,y) to the unique point z from the right-hand side of (47.1). In Problem T.1 you
will show that ¢ is itself a continuous function, and that A is isolated if and only
if' im o C A.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
IActually in Problem T.1 you are only asked to prove =>. The converse direction—whilst
true—is sadly too hard to set as an exercise.
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Nevertheless, the existence of a transverse homoclinic point has profound con-
sequences for the nearby dynamics. It was Poincaré who first realised this, during
his work on the Three Body Problem in the late 19th century. His investigations
led him to imagine a figure of quite breathtaking complexity. The famous quote’
at the start of the lecture sums up his bewilderment at the implications of this
discovery. This was arguably humanity’s first taste of (mathematical!) chaos, and
the development of the entire modern theory of chaotic and hyperbolic dynamics
can be traced back to Poincaré’s observations.

So what is so special about a transverse homoclinic point? The starting obser-
vation is that if z € W¥(z, f) N W"(x, f) is a transverse homoclinic point then so
is f*(z) for any k € Z. Thus the existence of one implies the existence of infinitely
many. Now as an exercise (do this before turning the page!), try to draw what
the unstable stable and stable manifolds of z must look like. The intersection is
transverse at z. In order for it to be also transverse at f(z), the unstable manifold
and the stable manifold must “double back” on themselves. Then in order for them
to be transverse at f?(z), they have to double back on themselves again. By the
time you have reached f*(z), your picture will no doubt look rather messy. .. Since
f¥(2) — x for |k| — oo, the upshot is that the unstable and stable manifolds
are forced to seesaw back on themselves infinitely often in a neighbourhood of z,
creating a “mesh” that Poincaré named a homoclinic tangle.

=Wz, f)
=Wz, f)
......... transverse homoclinic points

Figure 47.1: A homoclinic tangle.

2The original French version reads: “Ces intersections forment une sorte de treillis, de tissu,
de réseau a maille infiniment serrées. .. On sera frappé de la complexité de cette figure, que je ne
cherche méme pas a tracer.” This is from Volume 3 of Poincaré’s series of papers “Les Méthodes
nouvelles de la mécanique céleste”, published in 1899. The original text is available online here.
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We shall shortly see how homoclinic tangles give rise to chaos. First, however,
we use the Inclination Lemma to extend hyperbolic sets over the orbits of transverse
heteroclinic (or homoclinic points).

PROPOSITION 47.4. Suppose A is a hyperbolic set, and x,y € A are fixed points.
Suppose there exists a point z € M such that z € W*(x, f) N W"(y, f), and
assume that the intersection is transverse at z. Then A’ := AU Q%" (z) is another
hyperbolic set.

Proof. Let the hyperbolic splitting of A be given by TyM = E* @& E". To extend
this to A/, set

Es(fk(z)) = Tfk(z)Ws(xv f)
and
E*(f*(2)) =T, Wy, f).

We first need to check this splitting is continuous. This means we need to show
that:

(i) B°(f*(2)) = E*(x) as k — oo,
(i) E*(f"(2)) = E*(y) as k — oo,
(iii) E°(f~*(2)) = E°(y) as k — o0,
(iv) E*(f*(2)) — E*(z) as k — oo

Of these (i) and (ii) are obvious. However (iii) and (iv) are not. However the
Inclination Lemma comes to the rescue. Indeed, since the intersection is transverse,
(iv) follows directly from the Theorem 46.1. Similarly (iii) can be deduced from
applying Theorem 46.1 to f~!.

We still need to prove the splitting is hyperbolic. We may assume our norm is
adapted to f and A. Let 7 denote the skewness and choose 7 < 4 < 1. Since both
the splitting and D f are continuous, there exists a neighbourhood U of x and a
neighbourhood V' of y and such that

fevuv = max{|Df

op -1 op
sl [DF e | } < p.
Since z € W*(x, f) N W"(y, f), by Proposition 40.8 there exists p > 1 such that
f¥(2) € U for all k > p and f~%(z) € V for all k > p. Thus there are only finitely
many k such that f¥(z) ¢ U UV, and thereforethere exists a constant C' > 1 such
that

max{HDf el ||Df—1|Eu(f—k<z>)H°p} <Cu,  Vkel
This completes the proof. -

As a special case, we can now give an important example of a hyperbolic set
that is not isolated (cf. the discussion after Example 43.5.

COROLLARY 47.5. Ify is a transverse homoclinic point for a hyperbolic fixed point
x then OFP*!(y) U {x} is a hyperbolic set which is not isolated.



Proof. Proposition 47.4 tells us that A = O¥*®(y) U {x} is hyperbolic. Let rg
be as in Lemma 47.2 and choose 0 < r < min{d(w,y),rg}. Let 6 > 0 be the
constant associated to r from Lemma 47.2. Choose k large enough so that both
f¥(y) and f~*(y) belongs to the ball of radius % about z. Then Lemma 47.2
tells local (un)stable manifolds W, .(f"(y), f) and Wit .(f*(y), f) intersect at a
unique point z. See Figure 47.2. Then (’)}Otal(z) is a completely invariant set which
is disjoint from A but contained in B(A,r). Since r was arbitrary it follows that A
is not isolated. [

—_— =W f)

Figure 47.2: A non-isolated hyperbolic set.

Here is another application of the Inclination Lemma.

LEMMA 47.6. Let f be a dynamical system on a compact 2-dimensional manifold
M. Suppose x is a hyperbolic fixed point of f with a homoclinic loop (see Figure
47.3). Then every point on this loop is non-wandering.

Figure 47.3: A homoclinic loop.

Proof. Fix a point y on this loop, and let D denote a small disc transversal to
the loop passing through y. The Inclination Lemma 46.1 tells for k£ large enough,
f¥(D) will approach the stable manifold, and thus in particular for k large one has
f¥(D)N D # 0. Since D is arbitrary, this shows that y € nw(f). (]



We will now state a famous theorem which explains how transverse homoclinic
points gives rise to chaotic dynamics. We first recall the shift map from Definition
4.15.

DEFINITION 47.7. Let X5 denote the space of infinite sequences® x = (z) for k € Z,
where each x;, is either 0 or 1. Endow >y with the metric

d(x,y) = Z —|xk _ yk|

AL
k€EZ

Let o: ¥y — ¥, denote the map that “shifts” a sequence along one position to the
right, i.e. o(x)r = Tg41.

The next result is the reversible reversion of Propositions 4.16 and 4.20 and
Problem F.1.

PROPOSITION 47.8. The space Y5 is a compact metric space without isolated points
which is totally disconnected'. Moreover o is a chaotic reversible dynamical system
on Xy with hy,,(0) = log 2.

Here is the main result of today’s lecture.

THEOREM 47.9 (Birkhoff-Smale). Let f be a dynamical system on a compact man-
ifold M. Let x € M be a hyperbolic periodic point, and suppose y € M is a trans-
verse homoclinic point. For any neighbourhood U of {z,y}, there exists p > 1 and
a compact invariant set A C U of fP containing x and y such that fP|y: A — A is
topologically conjugate to the shift map o.

COROLLARY 47.10. Let f be a dynamical system on a compact manifold M. Let
x € M be a hyperbolic periodic point, and supposey € M is a transverse homoclinic
point. Then the topological entropy of f is positive, and in a neighbourhood of
{z,y} an iterate of f displays chaotic behaviour.

Proof. Using the notation from the statement of Theorem 47.9, we see that fP|, is
chaotic and has positive topological entropy. Thus the topological entropy of f? on
all of M is positive, since the topological entropy is bounded below by the entropy
of the restriction to any invariant set (Proposition 8.5). Since hiop(f?) = pheop(f)
by Problem D.2, we also see that the topological entropy of f is positive. [ |

The full proof of Theorem 47.9 is a bit too involved for us, but we will give a fairly
compelling sketch. To do so we first introduce a special dynamical system called’
the horseshoe map. The horseshoe map can be thought of as an abstraction of
the system near a homoclinic tangle.

DEFINITION 47.11. Let Q C R? be a square of size 1. Define a diffeomorphism h
so that () gets contracted horizontally and expanded vertically and folded into a
horse-shoe shape and then put back across itself. We call h the horseshoe map.
See Figure 47.4.

3Strictly speaking in Definition 4.15 we focused on the non-reversible case and considered only
half-infinite sequences. However the extension to the reversible case is straightforward.

4And hence is homeomorphic to a Cantor set, by Remark 4.17.

5See Remark 13.10 for a comment on the terminology.



=H, =h(Ho) =Vo

=H,

=h(H) =Wy

Figure 47.4: The horseshoe map h.

Think of Q as sitting inside S?, as in Figure 47.5. We extend h to a global
diffeomorphism of S? such that the south pole becomes an attracting fixed point

and the northern hemisphere gets mapped into itself. Nevertheless, we will focus
our attention on @) only.

Figure 47.5: @ inside S2.

Let us fix two horizontal strips Hy and H; and two vertical strips Vp and V;
such that h(Hy) = Vy and h(H;) = V3. Thus a point z € @ has h(z) € Q if and
only if z € HyU H;. We assume that h is affine on the H; with contraction rate

1/5 and expansion rate 5 respectively. In Figure 47.4, Hy and Vj are dark blue and
Hy{ and V; are

CONVENTION. Let us say temporarily say that a horizontal strip in @ is a rect-
angle that is contained in either Hy or H; and which runs parallel from the left
edge of () to the right. See Figure 47.6. Similarly a rectangle that is contained in
Vo or Vi and runs from the bottom of @) to the top of () is a called vertical strip.



horizontal strip not horizontal strips

Figure 47.6: Horizontal strips.

LEMMA 47.12. IfV is a vertical strip then both h(V)NV, and h(V)NV; are vertical
strips, and moreover their width is exactly 1/5 of the width of V. Similarly if H is
a horizontal strip then both h™'(H) N Hy and h™'(H) N Hy are horizontal strips,
with height exactly 1/5 of the height of H.

Proof. The case of a vertical strip is obvious (draw a picture!) If H is a horizontal
strip then
h"Y(H)NH; = h ' (HNh(H,;)) =h(HNV).

Since HNVj is a rectangle contained in V; that crosses V; horizontally, its h~! image
is a horizontal strip. [ |

DEFINITION 47.13. Now set

A=) 1HQ).

kEZ

Thus A is a compact h-invariant set. We call A the Smale Horseshoe.

PROPOSITION 47.14. The horseshoe map h: A — A is conjugate to the shift map
g 22 — 22.

Thus in particular A is homeomorphic to a Cantor set.

Proof. 1f z ¢ HyU H; then h(z) ¢ Q. Thus

A=) 1F(Hy U H).
kEZ

Since HyN Hy = (0, for any z € A there is a unique x € X such that h*(z) € H,,.
We define map F': A — Y5 by F(z) = x. It is clear that F o h = o o F' from the
definition. The difficult part is showing that F' is a homeomorphism. Let us first
show F' is a bijection. Suppose x € 5. We need to find a unique z € A such that
h*(z) € H,, for each k € Z. Equivalently, for each x € X5, we need to show that

the intersection
(r " (H.,)

kEZ

is a single point. Since h(H;) = V;, this is the same as

N2 (Vey) NR(V, ) NV, N Hyy NRT(Hy, ) N2 (Hy,) N



Let

Iy = Hyy N~ (Hy ) N W78 (Hy,)
and

Ji = Vo, Nh(Valy) 0 WP (Ve )
Then Iy, C I}, and Ji 1 C Ji for each k. By Lemma 47.12, since Jy is a vertical
strip, so is Ji. Then J; is also a vertical strip, since

Iy = h(h(VLS) N VH) nv, ..

Moreover J; has width at most 1/5 and thus J; has width at most 1/25. Inductively,
we see that Jj, is a vertical strip with width at most 5%, Similarly I}, is a horizontal
strip with height at most 57*. This means that the intersection

()07 ()

is the intersection of a vertical line and a horizontal line. This is a single point.

Figure 47.7: The intersection is a point.

Now let us show that F'is continuous. Fix n > 1. If z and w are two points
in A that are sufficiently close together then h*(z) and h*(w) will be within 1/10
of each other for each —n < k < n. Thus for each —n < k < n, either hk(z) and
h*(w) are both in Hy or both in H;. Thus F(z) and F(w) have the same entries
xy, for —n < k < n. By definition of the topology on Xy (cf. Proposition 4.20), this
shows that F' is continuous. Finally, since A is compact, F' is a homeomorphism.
This completes the proof. [ |

We conclude with our “picture proof” of Theorem 47.9.

Picture Proof of Theorem 47.9. We will illustrate the proof of Theorem 47.9 via a
series of pictures. This argument is made rigorous by using the Inclination Lemma
46.1. The idea is to “embed” the horseshoe inside the homoclinic tangle. Consider
again Figure 47.1. Here we have introduced a rectangular patch S inside a two-
dimensional cross section. One side of S is bounded by a portion on the stable
manifold, and the other three are transverse to the stable and unstable manifolds.
We have divided S into three coloured strips. See Figure 47.8.
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Figure 47.8: The rectangular patch S.

Since we are very close to a hyperbolic fixed point, by the Hartman-Grobman
Theorem 32.2 the dynamics are conjugate to that of the linearised system D f. This
means that the patch is squeezed in one direction and lengthened in the other. In
Figure 47.9 we have illustrated the images f(.5), f%(S), and f3(S).

Figure 47.9: The images f(5), f3(S), and f3(9).
By the Inclination Lemma, after sufficiently many iterations the patch is brought

9



back onto itself (compare Lemma 47.6). Thus there exists p such that f?(S)NS # 0.
In Figure 47.10 we have drawn the next three iterations f4(S), f°(S) and f¢(S).

Figure 47.10: The images f*(S), f°(S), and f5(9).

Thus in our picture we may take p = 6. In the next two Figures 47.11 and 47.12
we focus our attention on the intersection f9(S) N S—this is the square bounded

by the dotted lines. We see that the image of the strip under f% does not
intersect S anymore, and the purple and strips are have been squeezed and
rotated.

Figure 47.11: The purple and strips at the start.
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Figure 47.12: The purple and strips at the end.

Compare this to Figure 47.4, where the purple strip plays the role of Hy and
Vb, and the blue strip plays the role of V; and V;. This shows that we have found a

horseshoe inside the homoclinic tangle. The Theorem now follows from Proposition
47.14. |

11



LECTURE 48

The Spectral Decomposition Theorem

Let f be a dynamical system on a compact manifold M. In this lecture we in-
vestigate the case where per(f) is hyperbolic. Our main result is the Spectral
Decomposition Theorem 48.5, of Smale, which states that if per(f) is hyperbolic,
then per(f) can be split into finitely many compact completely invariant sets such
that the restriction of f to each set is transitive. We begin with some definitions.

DEFINITION 48.1. Let f be a dynamical system on a compact manifold M, and
suppose € M is a hyperbolic periodic point. We define the index' of = to be the
integer

1(x) = dim E"(x).

LEMMA 48.2. Let f be a dynamical system on a compact manifold M. There are
at most finitely many hyperbolic periodic points with «(x) = 0 or +(z) = dim M.

Proof. This is an immediate consequence of Problem ().4. [ |

The following simple lemma is the key step behind the Spectral Decomposition
Theorem 48.5.

LEMMA 48.3. Let f be a dynamical system on a compact manifold M, and suppose
x # y are two hyperbolic fixed points of f. Assume that’

2 € W2a, [) MW (y, ), we Wz, [) dW(y, f).

Then both z and w both belong to nw(f).

REMARK 48.4. If W*(z, f) intersects transversely with W*"(y, f) then in particular
we must have

dim W¥(x, f) + dim W*(y, f) > dim M,
and hence
(y) = o(x).
This shows that the hypotheses of Lemma 48.2 imply that 0 < o(z) = 2(y) < dim M.
We will give two proofs of Lemma 48.3, one using the Inclination Lemma 46.1

and one using the Anosov Closing Lemma 45.1. The Spectral Decomposition The-
orem 48.5 will make use of both proofs.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
IThe terminology comes from Morse theory.
2The rh notation is shorthand for “transverse intersection”.
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Proof of Lemma 48.3 using the Inclination Lemma. Replacing f with f? where p
is the product of the periods of x and y, we may assume that both x and y are
fixed points of f. This does not change the (un)stable manifolds, cf. Remark 46.2.
Moreover if z and w are non-wandering with respect to f? then they are also non-
wandering with respect to f. Thus without loss of generality we may assume both
x and y are fixed points of f.

Now let D C W*(y, f) be a small disc of dimension 2(x) = #2(y) which contains
z and is transverse to W#(x, f). See Figure 48.1. Applying the Inclination Lemma
to D and z, we see that D will eventually accumulate on W*"(z, f), and hence
eventually cross W#(y, f). Thus there exists w’ € W*(y, f) arbitrarily close to w and
a small disc B centred about w of dimension +(x) which is transverse to W*(y, f).
Then applying the Inclination Lemma to B and y, we see that B will eventually
accumulate on W*(y, f), and hence cross W#(z, f) at a point 2’ arbitrarily close
to z. Since any open neighbourhood of z intersects D, it follows that z is non-
wandering. Reversing the roles of z and w shows that w is non-wandering. This
completes the proof. [ |

N T —X
K

N

Figure 48.1: The discs B and D.

Proof of Lemma 418.3 using the Anosov Closing Lemma. As before we may with-
out loss of generality assume that x and y are fixed points of f. Let

A= {z,y} U (’)}Otal(z) U O;Otal(w).

Then A is hyperbolic by Proposition 47.4. Now fix € > 0. By the Anosov Closing
Lemma 45.1 there exists ¢ > 0 such that every periodic d-chain in A is e-shadowed
by a periodic point of f. Choose k£ > 1 such that

), f M w) e B(x,8)  and  fH(w), f () € B(y, 3).



is a periodic d-chain. See Figure 48.2. The Anosov Closing Lemma then tells us
that there exists a periodic point ' of f and 7,j > 0 such that

d(f'(2"),2) <e, d(f(a"),w) <e.

Since ¢ was arbitrary, it follows that both z and w belong to per(f). Since per(f) C
nw(f) by Proposition 3.11, the proof is complete. [

= orbit of z
........... = orbit of w

Figure 48.2: The periodic -chain.

We can now state Smale’s famous Spectral Decomposition Theorem.

THEOREM 48.5 (The Spectral Decomposition Theorem). Let f be a dynamical
system on a compact manifold M. Assume that per(f) is hyperbolic. Then there
exists a unique (up to relabelling) decomposition

per(f) =P U---UPF,

into finitely many disjoint completely invariant closed sets such that f|p, is transi-
tive for each i =1,...,q.

Despite the name, Theorem 48.5 does not refer to the spectra of anything” .

Proof. We prove the result in three steps.

1. In this first step we prove uniqueness. Suppose we had two such decompo-
sitions:

per(f)=PU---UP,=Q1U---UQ,.

3In Smale’s own words, the name “Spectral Decomposition Theorem” is used because “the
decomposition of the manifold into invariant sets of the diffeomorphism is quite analogous to the
decomposition of a finite dimensional vector space into eigenspaces of a linear map. In one case
we are considering automorphisms in the category of differential topology, in the other, finite
dimensional vector spaces.”. Fair enough.


https://projecteuclid.org/euclid.bams/1183529092

Since f|p, is topologically transitive, there exists z; € P, such that O(z;) = P, by
Proposition 2.9. This implies that we cannot write any F; as a finite disjoint union
of closed invariant sets. But since

Pr=(PNnQ)U---U(PiNQ,)

is such a decomposition, all but one of these sets must be empty. Thus each P; is
necessarily contained in some ();. Interchanging the roles of the P; and the ); we
also see that each (); is necessarily contained in some P,. Thus ¢ = p and (up to
relabelling the indices) we have P, = @Q); for each i.

2. In this step we construct the desired sets P;. Lemma 48.2 tells us that there
are at most finitely many orbits whose index is either zero or equal to the dimension
of M. To each such orbit = we assign it the set P, == Og(x). Then f|p, is clearly
transitive. Set

per,(f) ={xz € per(f) |0 <(x) <dimM}.

It suffices to prove the theorem with per,(f) in place of per(f). The idea of the
proof is to use Lemma 48.3 to introduce an equivalence relation on per,(f). Namely,
we let us say that x ~ y for two periodic orbits  and y if the hypotheses of Lemma
48.2 hold for z and y, that is:

ey o @AW ) £0, and
Wy, f) W (e, ) #0.

We claim this is an equivalence relation. It is obviously symmetric and reflexive.
Transitivity follows from a similar argument to the first proof of Lemma 48.3.
Suppose © ~ y and y ~ z. Replace f with fP, where p is the product of the
periods of z, y and z. Now consider a disc B C W¥(z, f) transverse to W*(y, f),
and a disc D C W*(z, f) transverse to W¥(z, f). As k — oo, f*(B) and f~%(D)
accumulate on W"(y, f) and W*(y, f) respectively. See Figure 48.1. In particular
fH(B) t f78(D) # 0 for k large enough.

Figure 48.3: Proving ~ is transitive.



Thus we can decompose per,(f) into the equivalence classes of ~. Moreover it
follows from Lemma 47.2 that there exists 6 > 0 such that if z,y € per,(f) satisfy
d(x,y) < § then x ~ y. Thus there are only finitely many equivalence classes, say
Ci,...,C,,. One has

c;nC; =0, i#j
Each C; may not be invariant, but since f clearly preserves equivalence classes, for
any i there is a unique j such that f(C;) = C; and also f(C;) = C;. The map
i+ 7 is a bijection on {1,2,...,m} and is thus a product of cyclic permutations.
This means we can decompose per,(f) into closed completely invariant sets

per*(f):Plu'”Pfh

where each P, is a cyclic union of the some of the C;’s.

3. It remains to prove that the restriction of f to each P; is topologically
transitive. For definiteness we will prove that f|p, is topologically transitive. The
proof for the others is the same. After relabelling, we may assume that

pP=C,U---uC,,

and f(C;) = Ciy1 foreachi=1,...,7r — 1 and f(C,) = C;. Suppose U and V are
open sets of P (note they may not be open in M). We may assume U C C, and
V Oy, where 1 <a<b<r. Set

W= o),

so that W C C,,. It suffices to show that there exists [ > 1 such that f{(W)NV # 0.
Suppose x € VN Cy, and y € W N C,. Then x ~ y. Thus there are points

2 €Wz, )NW*(y, ), weW(y, f) n Wz, f).

The second proof of Lemma 48.3 shows that z € per(f). Thus z belongs to one of
the P;. Since the P; are mutually disjoint and d(f*(z),z) — 0 as k — oo, we must
have z € P,. Thus there are ki, ky > 1 such that f~*(2) € W and f*(2) € V.
Thus if [ :== ky + ko then fY{(W) NV # 0. This completes the proof. [

DEFINITION 48.6. Let f be a dynamical system on a compact manifold M. Assume
that per(f) is hyperbolic. We call the sets P; appearing in the statement of Theorem
48.5 the basic sets of f.

We conclude with the following result.

PROPOSITION 48.7. If per(f) is hyperbolic then it is isolated.

Proof. Let per(f) = P, U---U P, denote the spectral decomposition of f into
basic sets. It suffices to show that each P, is isolated. By Corollary 43.12 we can
choose pairwise disjoint compact sets Ky, ..., K, such that P, C K; and such that
A; = inv(Kj, f) is hyperbolic. Then P; C A;, and it suffices to prove the reverse
inequality. Take x € A;. We show that x € P; in two steps.

1. In this step we show that wg(x) C P;. Since A; is the maximal completely
invariant set of f in K; and wy(x) is itself completely invariant, we have ws(z) C Ay,
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and thus ws(z) is a hyperbolic set. Fix y € wy(x) and let ¢ > 0. By Proposition 45.2
there exists 0 < r < € such that every periodic r-chain contained in B(wy(z),r) is
¢-shadowed by a periodic point. Choose [ < m large such that both f!(z) and f™(z)
belong to B(y,r/2) and such that f*(z) € B(ws(z),r) for all k = 1,1+ 1,...,m.
Then
fl(@), @), 7 (@), ()

is a periodic r-chain contained in B(wg(z),r) which passes through B(y,r/2).
Proposition 45.2 implies there exists a periodic point z of f which $-shadows this
chain. Replacing z with an iterate if necessary, we have

d(y,z) < d(y, f'(2)) + d(f'(2), )

<r+5
-2 2
<e.

Since € was arbitrary we have y € per(f), and then as y was arbitrary, we have

w(z) C per(f). Since we(zr) C K;, we must have ws(z) C P;.

2. We now prove that x € P; with a second application of the Anosov Closing
Lemma. Fix again an arbitrary € > 0, and let 6 > 0 be such that any periodic
0-chain is e-shadowed by a periodic point. Since P; is transitive, by Proposition
2.9 there exists w € P; with dense (forward) orbit. As wy(z) and ay(x) are both
contained in P; by Step 1, there exists a,b,c,d € N with b < d such that

d(f2), fPlw)) <6,  d(f“(x), fY(w)) < 6.
Then

@, f(2),. o, f@), 7)), fo(w), . fT N (w), f ), T (),

is a periodic ¢ chain starting at z. See Figure 48.4.

y @) S5 5 e

". P 1 ..:

: R e ..’ Lo, :
: - S
. o . s 8
z® o
= forward orbit of =
= backward orbit of

e = dense orbit of w 2 € ay(x)

Figure 48.4: Travelling from z to wy(x), then to af(x), and then back to x again.

Thus by the Anosov Closing Lemma 45.1 we find a periodic point of f within ¢
of x. This shows that x € per(f). Thus = € P;, and the proof is complete. [




LECTURE 49

No Cycles

The Axiom A condition (Definition 45.5) has two ingredients: that the non-wandering
set should be hyperbolic, and that every non-wandering point should be the limit of
a sequence of periodic points. However for a general dynamical system f, the differ-
ence between the set per(f) and the non-wandering set nw(f) can be rather large.
For example, the set per(f) does not necessarily capture the limiting behaviour of
all orbits, whereas the non-wandering set does.

In this lecture we examine this difference more closely. We show that if the set
of all limit points admits a hyperbolic structure, then every limit point is reachable
through periodic points. This in turn leads to a pleasing criterion for the chain
recurrent set to be hyperbolic. Much of this lecture is valid in the topological
category, and where possible we give the relevant definitions and statements for
reversible topological dynamical systems.

DEFINITION 49.1. Let f: X — X denote a reversible dynamical system on a com-
pact metric space. We define the limit set of f, written lim(f), to be:

lim(f) == U wyr(z) Uag(z).

zeX

Thus lim(f) is a compact, non-empty and completely invariant set for f.

It is clear that per(f) C lim(f). Meanwhile part (ii) of Proposition 3.11 shows
that nw(f) C lim(f). Thus we have

per(f) € lim(f) € nw(f) C cha(f).

In general all of these inclusions can be strict. Nevertheless, under additional
assumptions they agree. For instance, we already proved in Proposition 45.4 that
if cha(f) is hyperbolic then cha(f) = per(f) (and hence all four sets agree). In this
lecture we will investigate other implications. We begin with the following result,
which is valid in the topological category.

PROPOSITION 49.2. Suppose f: X — X is a reversible dynamical system on a
compact metric space. Assume we can write'

lim(f) C Ly U---U L,

where the L; are compact completely invariant sets that are pairwise disjoint. Then

X =Jw @, f)=Jw"Ls f).
=1 =1

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. = Last modified: June 08, 2020.
IThe “C” is not a typo: this will be useful in the proof of Proposition 50.6 next lecture.
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Proof. Let K; denote a compact set with L; C K7 such that if ¢ # j then
KiNK;=0  f(IK;)NK;=0. (49.1)

Such neighbourhoods exist since the L; are disjoint and invariant. Now let x € X.
Since wy(x) C lim(f), there is a n > 1 such that for all ¥ > n, one has f*(z) €
Ur, K;. Without loss of generality, assume that f"(z) € Kj. Since f"™(z)
cannot belong to any of the other K; by the second equality in (49.1), we must
have f"*1(z) € Ky, and inductively f*(z) € K; for all k > n. Thus ws(z) C Kj,
and hence w¢(z) C L;. Thus x € W*(Ly, f) by Lemma 45.8. The argument for
W™ is similar. This completes the proof. [ |

Going back to the smooth case, we have:

PROPOSITION 49.3. Let f be a smooth dynamical system on M. If lim(f) is hy-
perbolic then lim(f) = per(f).

Proof. This argument is word-for-word identical to the proof of Step 1 of Proposi-
tion 48.7 (replace Ay with lim(f)). ]

The In-Phase Theorem 45.10 yields the following corollary, which will be useful
next lecture.

COROLLARY 49.4. Let f be a smooth dynamical system on M. Assume that lim(f)
is hyperbolic. Then

UWSJ:f U W (x, f).

z€lim(f) z€lim(f)

Proof. Since lim(f) is hyperbolic, lim(f) = per(f) by Proposition 49.3, and hence
lim(f) is isolated by Proposition 48.7. Thus by the In Phase Theorem 45.10 one
has

We(lim(f) U We(x, f)
z€lim(f)
and
weim(f), f)= |J W"(z f)
z€lim(f)

By Proposition 49.2 (applied with ¢ = 1 and L; = lim(f)) one has
M = W=(lim(f), f) = W*(lim(f), f).
This completes the proof. [ |

Now let us introduce the notion of a cycle.

DEFINITION 49.5. Suppose f: X — X is a reversible dynamical system on a com-
pact metric space. Let Y C X be a compact completely invariant set, and suppose
we are given a decomposition

Y:Ylu...uyq

into disjoint compact completely invariant sets. We introduce a binary partial
relation on {Y;} by declaring that

i<y, e (W0LHNWHH)\Y £D.
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Thus Y; < Y; if there is an x € X \ Y that travels from Y; to Y;. See Figure
49.1. If i # j then W*(Y;, f) n W*(Y;, f) # 0 implies that Y; < Y}, but this is not
necessarily the case if ¢ = j. The binary relation < is not reflexive, nor symmetric,

nor transitive! The following construction should remind you of our treatment of
the Sharkovsky Theorem 14.2.

DEFINITION 49.6. We say that Y;,, Y, ... Y], form a cycle of length £ if
Y, <Y, <--- <Y, <Y,.

The case k = 1 is not excluded, and we call a cycle of length 1 a trivial cycle.
We say that the decomposition {Y;} has no cycles if there do not exist any cycles
(trivial or otherwise).

forward orbits

................ backward orbits

Figure 49.1: A cycle Y1 <Y, <Y3 <Y, <Y).

The following result is somewhat technical, but it will be key to all that follows.
It tells us, roughly speaking, that the only way to produce “more” chain recurrent
points than limit points is to exploit cycles in the limit set. This result is valid in
the topological category.

PROPOSITION 49.7. Suppose f: X — X is a reversible dynamical system on a
compact metric space. Assume we can write

3



where the L; are compact completely invariant sets that are pairwise disjoint. If
the {L;} have no cycles then lim(f) = cha(f).

Proof. Set
Z = cha(f) \ lim(f).
We prove that Z is empty in two steps.
1. Fix 1 <i < ¢ and abbreviate L := L;. In this step we show that

ZNW?(L, f)#0 = ZNWUL, f)#0. (49.2)
Suppose z € ZNW?#(L, f). Take a compact set K such that
2 ¢ K, L C K°, (49.3)
and
Since z € cha(f), for every k there is a +-chain from z to itself, say

k

Uk Lk k ko
2= 20,2055 215 By, = 2

Let 0 < I < pi. be such that zl’i is the closest point to L. Since z € W*(L, f) one
has d(z;z, L) — 0 as k — oco. Thus for large k, there is a 1 < ny < pir — I such that

ko k k °
22 1 A1 € K°, (49.5)

Wy, 1= zl’ZJrnk ¢ K°. (49.6)
See Figure 49.2.

k

Figure 49.2: The points zf and wy = 2/, .



Then wy € B(f(K),1/k). Since d(zf, L;) — 0 we must have nj, — oo. After
passing to a further subsequence, we may assume that there exists a point w € X
such that wy — w. Then w € f(K)\ L by (49.6) and (19.3), and hence also
w ¢ lim(f) by (19.4). However w € cha(f), since given any ¢ > 0, for k large a
periodic e-chain is

w,zl’fﬁnﬁl,...,zﬁk =2 =202, 2 1 W
We claim that w € W*(L, f). Indeed, since ny — oo if follows from (49.5) that
f7*w) € K for all k > 1, and hence also ay(w) C K. Thus ay(w) € L, and hence
w e W*(L, f) by Lemma 45.8. This completes the proof of (19.2).

2. Now we prove the Proposition. If lim(f) # cha(f), then choose z; €
cha(f) \ lim(f). By Proposition 49.2, there exists i; such that z; € W?*(L;, f).
By equation (49.2) there exists zo € cha(f) \ lim(f) which belongs to W*(L;,, f).
Then by Proposition 49.2 again, zo € W*(L;,, f) for some i5. Note that this implies
Li, < Ly. If iy = i; we are done. If not, we keep going: By (49.2) there exists
z3 € cha(f) \ lim(f) such that z3 € W*(L,,, f), and then by Proposition 49.2 one
has z3 € W*(Ly,, f) for some i3. Thus L;, < L;,. By induction, we find an infinite
sequence 7y such that L; < L; . Since there are only finitely many L;, we must
have 7, = i1 for some k. This means we have a cycle:

Ly < L;, , <---Li, < Ly,.

ik—1
The contradiction completes the proof. [ |
DEFINITION 49.8. Let f be a dynamical system on a compact manifold M and

assume per(f) is hyperbolic. We say that f has no basic cycles if the basic sets
{P;} from the Spectral Decomposition Theorem 48.5 have no cycles.

We use Proposition 49.7 to prove the following pleasing result.

THEOREM 49.9. Let f be a dynamical system on a compact manifold M. The
following are equivalent:

(i) f satisfies Axiom A and has no basic cycles.
(ii) lim(f) is hyperbolic and f has no basic cycles.
(iii) cha(f) is hyperbolic.

The most striking consequence of Theorem (i) will come next lecture, when we
show that (i) is equivalent to f being omega stable.

Proof. The implication (i) = (ii) follows from the fact that lim(f) is sandwiched
between per(f) and nw(f). The implication (ii) = (iii) follows from Proposition
49.3 and Proposition 49.7.

Assume now that (iii) holds. Then by Proposition 45.4 we have that per(f) is
hyperbolic and equal to cha(f). Let per(f) = P,U---U P, be the decomposition of
per(f) from the Spectral Decomposition Theorem 48.5. Assume for contradiction
that f has a basic cycle

P < <P <P

5



Thus there exist points
se (WP ) NP, ) \ cha(f),
s € (WP, ) NP, ) \ cha(f),

and so on up to
o€ (WH(BL ) WP, f)) \ cha(f).

Then by definition z; ¢ cha(f). But since the restriction of f to each P; is transitive,
by gluing together dense orbits inside the F;.’s, for any > 0 we can embed the
z; inside a periodic d-chain: start at z; and travel via a positive orbit to P;,, then
travel along a dense orbit of f to a point where we can leave P;, and head towards
2 via a negative orbit of f, and so on...See Figure 49.3. Thus actually each z;
belongs to cha(f), which is a contradiction. This completes the proof. [

forward orbits

................ backward orbits

dense orbits

Figure 49.3: Building a chain from a cycle and dense orbits.

We conclude with the following interesting observation: an Axiom A dynamical
system can never have a trivial cycle. First, a lemma.

LEMMA 49.10. Let f be a dynamical system on a compact manifold M, and let x
be a hyperbolic periodic point. Suppose U,V are open subsets of M such that

UnNnW?(z, f)#0, VAW (fP(x), f) # 0,
for some iterate fP(x) of x. Then there exists k > 1 such that f*(U)NV # (.

6



Proof. Immediate” from the Inclincation Lemma 46.1. [ ]

PROPOSITION 49.11. A dynamical system satisfying Axiom A has no trivial basic
cycles.

Proof. Let P C per(f) be one of the basic sets, and suppose z € W*(P, f) N
W*(P, f). We will prove that z € nw(f), so that z € P by the Axiom A hypothesis.
Let U be a neighbourhood of 2. We must find k& > 0 such that f*(U)NU # 0.
By the In Phase Theorem 45.10 (which is applicable by Proposition 48.7) there
exists g, yo € P such that z € W*(xo, f) N W*(yo, f). Choose open sets VW C P
containing xg and yg respectively such that

Wiz, f)nU #0, VxeV,

and
Wy, /)NU #£0,  YyeW.

Since f|p is transitive, there exists a point w € P with dense forward orbit. Thus
there exists [1,lo > 0 such that f4(w) € V and f2(w) € W. Since w € P, there
exists a sequence wy, € per(f) of periodic points such that w, — w. Thus for k
sufficiently large one has f(wy) € U and f2(wy,) € V. The claim now follows from
Lemma 49.10. [ |

2 Actually using the Inclination Lemma is overkill here: with a bit of work this follows directly
from the Stable Manifold Theorem.



LECTURE 50

The Omega Stability Theorem

In this final lecture we return to the notion of structural stability from Lecture 41.
Smale proved in 1966 that in dimensions and higher, structural stability is not a
generic condition. That is, there exist dynamical systems that cannot be approx-
imated by structurally stable ones. This led him to search for weaker conditions
than structural stability that are still strong enough to capture the “interesting*
dynamics. Suppose f,g: M — M are two dynamical systems on a compact mani-
fold M. Instead of asking that f and g are globally conjugate, we can simply ask
that their restrictions to the various invariant subsets we have introduced have to
be conjugate.

DEFINITION 50.1. We say that f, g € Diff'(M) are:

(i) per equivalent if f| 7 is conjugate to gl oy, that is, if there exists a

homeomorphism H: per(f) — per(g) such that H o f| - = gl 70 H-

per

(i) lim equivalent if fljim(s) is conjugate to glim(g), that is, if there exists a
homeomorphism H: lim(f) — lim(g) such that H o f|im(r) = glim(g) © H.

(iil) omega equivalent' if f|,(y) is conjugate to glaw(g), that is, if there exists a
homeomorphism H: nw(f) — nw(g) such that H o f|nw(s) = Glaw(g) © H.

(iv) cha equivalent if f|acs) is conjugate to glcharg), that is, if there exists a
homeomorphism H: cha(f) — cha(g) such that H o f|cha(r) = 9lcha(g) © H.

This gives rise to four new notions of stability:

DEFINITION 50.2. Let f be a dynamical system on a compact manifold. We say
that f is:

(i) per stable if any sufficiently nearby system is per equivalent to f.

(ii) lim stable if any sufficiently nearby system is lim equivalent to f.

(iii) omega stable if any sufficiently nearby system is omega equivalent to f.
)

(iv) cha stable if any sufficiently nearby system is cha equivalent to f.

Since

per(f) € lim(f) € nw(f) C cha(f) € M

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.

'Why the name “omega equivalent”? This is because the classical notation for the non-
wandering set nw(f) is Q(f)—we elected not to use this notation due to the potential conflict
with the omega limit sets wy(x).
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one has:

structural stability = cha stability
= omega stability
= lim stability
= per stability

In this lecture we will consider only omega stability. This is mainly for historical
reasons, but also because omega stability leads to the neatest statement’. Never-
theless, much of this lecture could be recast in terms of cha stability, with minor
tweaks to the relevant assumptions.

It was originally hoped that omega stability would turn out to be a generic
property. Unfortunately this too turned out to be false’. Nevertheless, the omega
stability story has a particularly satisfying conclusion: as we will see there is a
simple “if and only if” criteria for a dynamical system to be omega stable, namely:

THEOREM 50.3 (The Omega Stability Theorem). A dynamical system f on a com-
pact manifold is omega stable if and only if f satisfies Axiom A and has no basic
cycles.

We will only prove the “easier” of the two directions: that if f satisfies Axiom
A and has no basic cycles then f is omega stable. This direction was proved by
Smale in 1967, and is approachable using the machinery developed thus far. The
converse direction was proved by Palis in 1988, building on work of Mané (1988),
and goes beyond the scope of this course.

REMARK 50.4. What we are really talking about here is C* omega stability. One
can ask the analogous question in the C? topology for any p > 1. However this is
an open problem. It is conjectured that if p > 1, then a C? dynamical system which
is C? omega stable necessarily satisfies Axiom A. In this sense the original problem
of structural stability has an even more satisfactory solution than Theorem 50.3.
We will return to this at the end of the lecture.

Using Theorem 49.9 we obtain the following slightly more compact form of the
Omega Stability Theorem.

COROLLARY 50.5. A dynamical system f on a compact manifold is omega stable
if and only if cha(f) is hyperbolic.

We have already done 99% of the work needed to prove the < direction of
Theorem 50.3. One last piece of the puzzle remains, which concerns cycles in
the non-wandering set. As with Proposition 49.7, this statement is valid in the
topological category.

PropPOSITION 50.6. Let f: X — X denote a reversible dynamical system. Suppose
nw(f) =N, U---UN,

is a decomposition of nw(f) into pairwise disjoint compact completely invariant
sets. If the {N;} have no cycles then for any neighbourhood V of nw(f) in X there
is a neighbourhood V of f in Hom(X) such that if g € V then nw(g) C V.

2Tt also has the most catchy name.
3Proved by Abraham and Smale in 1970.



The proof of Proposition 50.6 is very similar to that of Proposition 49.7.

Proof. Let (gr) € Hom(X) be any sequence converging to f, and let Z denote the
set of wandering points of f that can be approximated by non-wandering points of
the gy, i.e.

Z ={ze X\ nw(f)| Iz € nw(gg) with 2z, — z}.

It suffices to prove that Z = (), which we do in two steps.
1. Fix 1 <i < ¢ and abbreviate N = N,. In this first step, we show that

ZNW?3(N,f)#0 = ZNOWYN, f) #0. (50.1)

The proof of (50.1) is analogous to (49.2) last lecture. Let z € ZNW*(N, f), and
take a compact set K such that

¢ K, NCK° (50.2)

and

By definition of Z, there exists a sequence zp — z and a sequence pp — oo such
that gi*(z) — 2. Then also g1F (z) — 2. Let 0 < [ < pg, be such that out of all
points of the form g (zx) with 0 < i < pg, wy = gé’“(xk) is the point closest to NN,
ie.

min d(gj,(zx), N) = d(gfj(a:k),]\f).

0<i<pi

Since z € W*(N, f) and gx — f, up to passing to a subsequence we may assume
that d(wg, N) — 0 as k — oo. Thus in particular one has 0 < I}, < py.
Since g}*(zx) — z ¢ K, for large k we can choose 1 < ny, < p; — I}, such that

Wi, gr(wy), - -, g (wy) € K°, (50.4)

but
g (wr) & K°. (50.5)

Since w;, — N we must have n;, — oo. Now set
my =l + ny, Co = g5 " (21) = g% (wy),

so that ( € gi(K)\ K°. Note that (, € nw(gx), since zx € nw(gg) by assumption,
and the iterate of a non-wandering point is also non-wandering.

Up to passing to another sequence, we may assume that ¢ converges to a point (.
Then ¢ € f(K)\ K°, and hence by (50.2) and (50.3) we must have ¢ ¢ nw(f). Thus
¢ € Z. Moreover by (50.4) we have f~%(¢) € K for all k > 1, and thus a;(¢) C K.
Since K N lim(f) C N, we must have ay(z) € N, and hence z € W*(N, f) by
Lemma 45.8. Thus ¢ € ZNW*(N, f), and this completes the proof of (50.1).

2. We now prove that Z = (). This step is entirely analogous to that of Step
2 of Proposition 49.7. Assume for contradiction that Z # (), and fix z € Z. Then
since lim(f) C nw(f), by Proposition 49.2 we have® z € W#*(NV;, f) for some i. Then

4Here it is important that in Proposition 49.2 we required only an inclusion “C” in the
hypothesis rather than an equality.



by Step | there exists a point ¢ € W*(N;, f) \ nw(f). By Proposition 49.2 again,
we have ¢ € W*(Njy, f) for some j. If i = j we are done, since then N; < Nj,
contradicting the assumption there are no cycles. If i # j then we keep going. As
in the proof of Step 2 of Proposition 49.7, after at most ¢ iterations we reach a
contradiction. This completes the proof. [ |

We can now prove half of the Omega Stability Theorem 50.3. The proof is
straightforward, given what we have already accomplished, however it is worth
pointing out that the argument uses practically all of the main theorems of the
course.

Proof of the “easy” half of Theorem 50.3. Assume that f satisfies Axiom A and
has no basic cycles. Let d denote a metric on M, and fix € > 0. We will prove the
formally stronger statement’ that there exists a neighbourhood W of f in Diff' (M)
such that if g € W then flaw(s) and glaw(g) are conjugate by a homeomorphism H
such that d(H(z),z) < ¢ for all x € nw(f). By Axiom A and Proposition 48.7
nw(f) is isolated. Let U C M be an open isolating neighbourhood. By Theorem
43.10 there is a C! neighbourhood U of f such that if ¢ € U then the maximal
invariant set Ay of g in U is isolated in U and there is a homomorphism

H:nw(f) = Ay, Ho flaw(s) = 9la, o H, d(H(x),z) <e, Ve nw(f).

Since f has no basic cycles, by Proposition 50.6 there is a C° neighbourhood V of
f such that if g € V then nw(g) C U. Let

W :=Un (VNDiff'(M)) .

We claim if ¢ € W then A, = nw(g). Indeed, certainly nw(g) C A, since A, is
the maximal invariant set in U. To see the other direction, observe that

= H(nw(f))
H (per(f)
H(per(f))

= H (per(f)) by Axiom A,
= H(per(f))
C per(g) by definition of a conjugacy,
€ nw(g)
This completes the proof. [ |

We conclude the course by stating without proof the resolution of the structural
stability question. This requires one last definition, which, in keeping with the
rest of the course, has a rather bland name. Let f be a dynamical system such
that lim(f) is hyperbolic. Then for all z € M the stable and unstable manifolds
W#(z, f) and W*(z, f) are C* immersed submanifolds of M. For x € lim(f) this is
the content of (ii) of the Stable Manifold Theorem 40.11, and then for general x this
follows from Corollary 49.4. Thus it makes sense to ask whether these submanifolds
intersect transversely.

5In fact, this statement is equivalent to omega stability. This can be proved directly, or
deduced from the = direction of Theorem 50.3.



DEFINITION 50.7. Let f be a dynamical system on a compact manifold such that
lim(f) is hyperbolic. We say that f satisfies the strong tranversality condition if
for every point x € M, the stable and unstable manifolds at = intersect transversely:

We(z, f) h We(z, f).
REMARKS 50.8.

(i) The content of Definition 50.7 pertains to points in M \ lim(f). Indeed, if
lim(f) is hyperbolic then it is automatically the case that W*(z, f) h W*(z, f)
for x € M, since in this case T,W?*(z, f) = E*(z) and T,W"(x, f) = E"(x)
by the Stable Manifold Theorem 40.11.

(i) If f satisfies Axiom A and the strong transversality condition then f also has
no basic cycles.

THEOREM 50.9 (The Structural Stability Theorem). A dynamical system on a
compact manifold is structurally stable if and only if it satisfies Axiom A and the
strong transversality condition.

The < direction of Theorem 50.9 was proved in the C? case by Robbin in 1971,
and then in the C' case by Robinson in 1976. The = direction was proved by
Mané in 1988. All of these results, however, are too difficult for us to cover, and
therefore we will call it a day here.

Thank you all for attending, and enjoy your summer vacation!




Problem Sheet A

PROBLEM A.1. Consider the restriction of the logistic map A4 to [0, 1].
(i) Prove that Ay|jo,y) is conjugate to the tent map 7. Hint: x ~ sin*(%z).

(ii) Prove that A\4|jp1) is a factor of the doubling map ey. Hint: z + sin®(mz).

PrOBLEM A.2. Consider the circle rotation py: St — S*.

St 0eqQ,
per(pe)={® 6¢0.

(i) Prove that

(ii) Prove that if ¢ Q then O,,(x) = S* for every x € S*.
(iii) Prove that py is transitive if and only if § ¢ Q.

PRrROBLEM A.3. Consider the dynamical system
1 2
f:(0,00) = (0, 00), f(z) ::§<x+—>.

Prove that f*(z) — V2 as k — oo for all z > 1.

PROBLEM A.4. Suppose X is a metric space with at least one isolated point and
f: X — X is a transitive dynamical system. Show that X is necessarily finite, and
X = Oy(z) for any point x € X.

PROBLEM A.5. Let f: X — X denote a transitive dynamical system. Prove that
for any two open non-empty sets U, V', there are infinitely many k£ > 0 such that
fH¥U) NV # 0. Hint: If X has an isolated point, apply the previous problem.

PROBLEM A.6. Recall that a continuous map f: X — X on a metric space is a
contraction if d(f(z), f(y)) < d(x,y) for all x,y € X. Prove that a transitive
dynamical system which is also a contraction is automatically minimal.

PROBLEM A.7. Let f: X — X be a dynamical system on a metric space without
isolated points. Prove that f is transitive if and only if for any £ > 0 and any two
points z,y € X there exists z € X and k,n > 0 such that

d(ff(z),z) <e and  d(f"(2),y) <e.

(&) PROBLEM A.8. Suppose ® is a transitive flow on a metric space X. Prove
that X is connected.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet B

ProBLEM B.1. Let f: X — X be a dynamical system. Prove that the non-
wandering set nw(f) can be characterised as the set of points z € X such that
for every neighbourhood U of x and every n > 1 there exists kK > n such that

FHUYNU £,

PrROBLEM B.2. Let f: X — X be a dynamical system on a compact metric space.
Prove that chag, (f) = chag, (f) for any two metrics d; and dy defining the topology
on X.

PrROBLEM B.3. Prove that the tent map has sensitive dependence on initial condi-
tions.

PROBLEM B.4. Prove that the doubling map ey: S' — S! is a factor of the shift
map o: 2o — .

PrROBLEM B.5. Let f: (1,00) — (1,00) be the dynamical system defined by

f(z) = 2.

Show that with respect to the standard metric d(z,y) = | — y| on (1,00), the
map f has sensitive dependence on initial conditions. Find an equivalent metric on
(1,00) for which f does not have sensitive dependence on initial conditions. Hint:
Think of logarithms.

PrROBLEM B.6. Show that a dynamical system f: X — X is chaotic if and only
if for each finite family (Ui, ...,U,) of non-empty open sets there is a periodic
point x € U; of f and non-negative integers ks, ..., k, such that f*(x) € U; for
2<i<n.

(%) PROBLEM B.7. Let T? = S x S denote the torus. Given §,w € [0, 1), consider
the product dynamical system (cf. Example 1.24)

po X po: T2 = T2 (z,y) = (pa(x), pus(y))-

Prove that py x p,, is transitive if and only if the numbers {6,w, 1} are rationally
independent'.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
!This means that the only solution to the equation af +bw = c for a,b,c € Zisa =b=c = 0.
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Problem Sheet C

PrROBLEM C.1. Let f: X — X be a dynamical system. Prove that the following
statements are all equivalent (compare Proposition 5.13):

(i) f is weakly mixing.
(ii) For any three non-empty open subsets U, V, W C X one has

ret (U, W) Nret, (V, W) # 0.

(iii) For any three non-empty open subsets U, V, W C X one has

ret (U, V) Nret (V. W) # (.

(iv) For any three non-empty open subsets U, V,WW C X, one has

retf(U, V) N retf(VV, W) 7é @

(v) For any two non-empty open subsets U,V C X one has

ret (U, V) Nrety(V, V) # 0.

PrROBLEM C.2. Prove that a dynamical system f: X — X on a complete separable
metric space is weakly mixing if and only if for every pair U, V' of non-empty open
subsets the set ret;(U, V') contains two consecutive integers.

PROBLEM C.3. Let us say that a dynamical system f: X — X is totally transi-
tive if for every k € N the system f¥: X — X is transitive.

(i) Prove that a weakly mixing system is totally transitive.
(ii) Prove that a chaotic totally transitive system is weakly mixing.

(&) PrROBLEM C.4. Let X be a separable complete metric space and let Y be
a metric space without isolated points. Suppose f: X — X and g: Y — Y are
dynamical systems, and assume that f is mixing. Suppose y € Y has the property
that Oy(y) is dense. Prove there exists x € X such that O, ((z,y)) is dense in
X xXY. Remark: This is harder than it looks. You cannot immediately deduce it
from part (iv) of Proposition 5.4, since you don’t get to choose y!

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet D

PrROBLEM D.1. Let f: X — X and ¢g: Y — Y be dynamical systems on compact
metric spaces. Suppose that g is a factor of f. Prove that hiop(g) < hiop(f).

ProOBLEM D.2. Let f: X — X be a dynamical system on a compact metric space.
(i) Prove that hiop(f*) = khiop(f) for k > 1.

(ii) Now assume that f is reversible. Prove that hyp,(f ™) = hiop(f), and deduce
that hiop (%) = |k| hiop(f) for all k € Z.

PrROBLEM D.3. Let f: [0,1] — [0,1] be a reversible dynamical system. Prove that
hiop(f) = 0. Hint: Use Proposition &.8.

PROBLEM D.4. Let fr: T? — T? be a hyperbolic toral automorphism. Prove that
fr is mixing.

(%) PROBLEM D.5. Let fr: T? — T? be a toral automorphism that is not hyper-
bolic.

Suppose that det L = —1. Prove that tr L = 0.
Suppose that det L = 1. Prove that tr L € {—2,—1,0,1,2}.
Suppose that |tr L| < 2. Prove that there exists k € N such that f¥ = id.

Prove that there exist uncountably many non-empty open connected fr-
invariant subsets of T?. Hint: If |tr L| < 2 then use part (iii). If det L = 1
and tr L = £2 then you can write down an explicit formula for L.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet E

PrOBLEM E.1. Let f: X — X be a dynamical system on a compact metric space.
Assume that either:

(i) f is expansive, or,
(ii) f is reversible and weakly expansive.

Recall the minimal period of a periodic point x of f is the minimal k£ > 1 such
that f*(z) = z. Define

per.(f) = {x € per(f) |  has minimal period k}.

Prove that 1
Moy (/) > Tim sup — log #¢per (f).

k—o0

Hint: Let ¢ be a (weak) expansivity constant for f. Show that per,(f) is a (k,d)-
separated set.

PrROBLEM E.2. Let f: X — X and ¢g: Y — Y be conjugate dynamical systems on
compact metric spaces. Prove directly that

h‘?op(f) = hrop(g)'

PROBLEM E.3. Suppose f: S! — S! is a reversible dynamical system with a peri-
odic point. Prove that f is not weakly expansive. Remark: In fact the hypothesis
that f has no periodic points is unnecessary. By the end of the course you should
be able to prove this.

PrOBLEM E.4. Let f: X — X be a dynamical system on a compact metric space.
Suppose there exist constants a, b such that

hiop(f*) < ak +b,  Vk€N.

Prove that hy,(f) < a.

ProOBLEM E.5. Let f,g: X — X be two dynamical systems on a compact metric
space. Suppose that

|ht0p(fk) - htop(gk)‘ < vk, VkeN.

Prove that hyop(f) = hiop(9)-

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet F

ProBLEM F.1. This problem computes the topological entropy of the shift map
O Y9 —> Do,

(i) Consider the following two open sets of Y:
U = {X = (Qik)kzo | Ty — 0}, V = {X = (;Uk)kzo | To = 1},

Let U = {U, V'}. Prove that U is a generator for 0. Deduce that o is expansive
with respect to the metric d on Y5 from Definition 4.15.

(ii) Show that hi.p(0) = log 2.

(&) ProBLEM F.2. This problem explores the ball dimension of two somewhat
exotic spaces.

(i) Let C denote the Cantor ternary set obtained by iteratively deleting the open
middle third from subintervals of [0, 1]:

oo 3k—1
n+1 3n+2
¢ = 10,1]\ U U ( 3kl ghtl )

k=0 n=0

Let d denote the metric inherited from [0, 1]. Prove that

log 2
ball-di = .
all-dim,(C') o3
(i) Let
111
X = L= = - ... 1].
{07 7273747 }C[O7 ]
Let d denote the metric inherited from [0, 1]. What is ball-dim4(X)?

PrROBLEM F.3. This problem constructs an example of a dynamical system with
infinite topological entropy.

(i) Let f:[0,1] — [0,1] denote the dynamical system defined by

3z, OSZL‘S%,
flz) =42—3x, %gxgg,
3xr — 2, %gxgl.

Prove that hyp(f) = log 3.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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(ii) Let
Iy = [27F, 27D

Y

and define homeomorphisms
Hy: I, — [0,1], Hy(z) = 2%z — 1.
Define a new dynamical system g: [0, 1] — [0, 1] by setting ¢(0) := 0 and
g(x) = H. o f*o H, for z € I.
Prove that ¢ is continuous and that hyp(g) = .
PROBLEM F.4. Let f:[0,1] — [0, 1] be a transitive dynamical system.
(i) Prove there exists a fixed point a of f such that 0 < a < 1.

(ii) Prove that the image of a non-trivial interval under f is another non-trivial
interval.

(iii) Prove that f is surjective.

(&) PROBLEM F.5. Let f: [0, 1] — [0, 1] be a transitive dynamical system. Suppose
there exists a fixed point a € (0, 1) such that either a lies in the interior of f([0,a]),
or a lies in the interior of f([a, 1]). Prove that f is mixing.



Problem Sheet G

PrROBLEM G.1. Let f: [0,1] — [0,1] be a transitive dynamical system. Prove that
f has a periodic point (which is not a fixed point) of period 6.

PROBLEM G.2. Prove that a dynamical system f: [0,1] — [0, 1] is turbulent if and
only if there exists a,b,c € [0, 1] such that'

ce(ab),  fla)=fb)=a,  fle)=0.

PROBLEM G.3. Let f: [0,1] — [0, 1] be a mixing dynamical system. Suppose that
0 ¢ f((0,1]). Then there exists a sequence (z)) C (0,1) of fixed points of f such
that zr — 0.

PROBLEM G.4. Let f:[0,1] — [0,1] be a dynamical system, and suppose x €
per(f) has minimal period p > 1. Let G(Oy(z)) denote the graph of Oy(z) with
vertices In,..., Ip_1.

(i) Prove that for every vertex Ij there is a vertex I; such that I — I;. Prove
moreover that if p # 2 then it is always possible to choose i # k.

(ii) Prove that for every vertex [, there is a vertex I; such that I; = I;,. Prove

moreover that it is possible to choose I; # I, unless p is even and k = £.

(&) PrROBLEM G.5. Let f:[0,1] — [0, 1] be a dynamical system. We say that f
is k-turbulent if there exist k intervals I4,..., I, with pairwise disjoint interiors
such that

LU---UIL, Cf(L)n---n f(lg).

We say f is strictly k-turbulent if the I; can be chosen disjoint.
(i) Suppose f is k-turbulent. Prove that f" is k"-turbulent.
(ii) Suppose f is k-turbulent for k > 3. Prove that f is strictly [£]-turbulent.

(iii) Suppose f is k-turbulent. Prove that hy,(f) > logk. Hint: First prove the
result when f is strictly k-turbulent. To deduce the general case from this,
apply parts (i) and (ii).

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
'The (-, -) notation was introduced in Definition 13.1.
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Problem Sheet H

ProBLEM H.1. Let F,G: R — R be the maps

1 1
F(z) =z + - sin(27x), G(z) = © + — sin 27x.
2 4
Decide whether there exist reversible dynamical systems on S! that lift to give
either F' or G. If so, are they orientation-preserving? And if yes, what is the
rotation number?

PROBLEM H.2. Suppose f: S* — S is an orientation-reversing reversible dynami-
cal system. Prove that f has exactly two fixed points. Prove that f2 is orientation-
preserving and deduce that rot(f?) = 0.

ProBLEM H.3. Give an example of an orientation-reversing reversible dynamical
system on S' such that per(f) # () but such that the periodic points of f do not
all have the same minimal period.

ProBLEM H.4. Let f: X — X be a dynamical system on a compact metric space,
and suppose x € X has the property that there exists y € per(f) such that O(y) C
w¢(z). Prove that wy(x) = Of(y) Deduce that if ws(x) is finite then there exists
y € per(f) such that wy(z) = Of(y).

PrROBLEM H.5. Let f: S' — S! denote an orientation-preserving reversible dy-
namical system with rational rotation number rot(f) = § with p and ¢ relatively
prime. Suppose z € S* is not a periodic point for f. Let w;, w, € per(f) denote the
periodic points such that z is positively asymptotic to w; and negatively asymp-
totic to we under f9 (these points exist by Proposition 16.10). Prove that for each
1 <i<q—1, fi(z) is positively asymptotic to f*(w;) and negatively asymptotic
to fi(wy) under f9.

PROBLEM H.6. Let Hom™(S!) denote the set of orientation-preserving reversible
dynamical systems of S'. Endow Hom™(S!) with the metric

d(f,9) = maxd(f(2),9(z)),

zes!
where d is the standard metric on S* (cf. (8.1)). Prove that
rot: Hom™(S') — (S, d)
is a continuous function.

PrOBLEM H.7. Suppose f: S' — S!is an orientation-preserving reversible dynam-
ical system with rational rotation number. Prove that nw(f) = per(f).

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet 1

(%) PrOBLEM I.1. Consider the continuous function g: S* — R defined by

(2) rsin?, x#0
x) =
g 0, z=0.

Prove that g does not have bounded variation.

PROBLEM 1.2. Let f,g: S' — S' be two commuting orientation-preserving re-
versible dynamical systems. Prove that rot(f o g) = rot(f) + rot(g) mod 1. Find
an example to show that the commuting hypothesis is necessary.

PROBLEM L.3. Let f: S1 — S! be an orientation-preserving reversible dynamical
system with rational rotation number 6 = g. Suppose that py is a factor of f.
Prove that per(f) is uncountable. Remark: The converse of this statement is also

true, but the proof is harder.

PROBLEM L.4. Let f: S1 — S! be an orientation-preserving reversible dynamical
system with irrational rotation number. Prove that the non-wandering set nw(f) is
aminimal set. Prove that either nw(f) is a perfect nowhere dense set or nw(f) = S*.

(%) PROBLEM L.5. Let f: S' — S! be an orientation-preserving reversible dynam-
ical system. Prove that the chain recurrent' set chay(f) is either equal to all of S*
or equal to per(f). Deduce that if rot(f) is irrational then chay(f) = S*.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
'Here d is any metric on S' inducing the usual topology. For example, d could be given by
(8.1). It does not matter which metric we choose by Proposition 3.16.
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Problem Sheet J

PROBLEM J.1. Show that the doubling map ey: S* — S! is an ergodic measure-
preserving dynamical system with respect to the Lebesgue measure. Remark: The
Lebesgue measure A on S is defined by identifying S' with [0,1) and taking the
Lebesgue measure on [0, 1).

PROBLEM J.2. Prove that the circle rotation py is a measure-preserving dynamical
system with respect to Lebesgue measure. Prove however that py is ergodic if and
only if # is irrational.

PROBLEM J.3. Let f be a dynamical system on a probability space (X, p).
Prove that f is ergodic if and only if for every measurable function u: X — R, if
f*(u) > u almost everywhere then u is constant almost everywhere.

(&) PROBLEM J.4. Let f be a dynamical system on a probability space (X, o, u).
Given A € o, define the first return time 74: X — NU {co} by

Ta(z) =inf {k > 1| f*(z) € A},
where by convention inf () := oo.

(i) Prove that for any A € o« such that p(A) > 0, the function 7,4 is integrable
with

/ATAd,u = u({x € X | ta(z) < oo}>

(ii) Now assume that f is ergodic. Prove that for any A € o« such that pu(A) >0

one has
/ TAdu =1.
A

PROBLEM J.5. Let f be a dynamical system on a probability space (X, &, u). Let
A € 4 have pu(A) > 0, and define 74 for A € o as in Problem J.4. Define the
Poincaré return map o4: A — A by

oa(z) = f2@ (z) if Ta(x) < o0.

(i) Prove that this is a well-defined measure-preserving dynamical system on the
restricted space (A, o 4, ) (cf. Example 18.12). Remark: Your proof should
include an explanation as to why it did not matter that we only bothered to
define 4 on points for which 74(z) < oo!

(ii) Now suppose that f is ergodic. Prove that o4 is also ergodic.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet K

PROBLEM K.1. Prove that the circle rotation pg: S* — St is never weakly mixing
with respect to Lebesgue measure.

(&) PROBLEM K.2. Let (X, o, ) be a probability space with a countable basis
(Definition 18.43). Let f be a weakly mixing dynamical system on (X, o, ). Prove
there exists a set K C {0,1,2,...} of density zero such that

}Ciﬁgu(f‘k/l NB)=uwA)u(B), VABed.

PrROBLEM K.3. Let (X, ) be a probability space with a countable basis, and
let f be a dynamical system on (X, o ,u) Prove that f is weakly mixing if and
only if there exists a set K C {0,1,2,...} of density zero such that

lim (((f*) /ud,u/vdu, Yu,v € L*(u;C).

k¢ K

(&) PrROBLEM K.4. Let f be a dynamical system on a probability space (X, o, u).
Let 1 < p < oo and suppose u € LP(u). Prove there exists v € LP(u) such that

1 k—1 '
(z Z“Of’) -
=0

Hint: If u is bounded this follows from the Birkhoff Ergodic Theorem 20.2.

f*(v) = v almost everywhere, and lim =0.

k—o00

p

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet L

PROBLEM L.1. Let X be a compact metric space, and let M(X) denote the space
of all Borel probabilty measures on X, equipped with the weak star topology. Prove
that the map

10 X — M(X), 1(x) =0,

is a topological embedding (i.e. a homeomorphism onto its image).
PrROBLEM L.2. Let X be a compact metric space.

(i) Suppose f,g: X — X be two commuting topological dynamical systems.
Prove that M(f) N M(g) is not empty.

(ii) Now suppose {f; | ¢ € I} is an arbitrary (possibly uncountable) commuting
family of topological dynamical systems on X (i.e. f;o f; = f; o f; for all
i,j € I). Prove that
(\M(f:) # 0.

el

PrROBLEM L.3. Let f: X — X be a topological dynamical system on a compact
metric space. Let p € N and x € X. Suppose fP(x) = x. Prove that the periodic
orbit measure g, , is ergodic.

PrROBLEM L.4. Let f be a topological dynamical system on a compact metric space.

(i) Suppose p € M(f) is a purely atomic measure. Prove that u is a (possibly
countably infinite) convex combination of periodic orbit measures.

(ii) Suppose u € E(f) is a purely atomic measure. Prove that u is a periodic
orbit measure.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet M

PrROBLEM M.1. Let f: X — X denote a topological dynamical system on a com-
pact metric space X. Assume f is uniquely ergodic, with M(f) = {u}. Prove that
f is minimal if and only if x(U) > 0 for all non-empty open subsets U.

PROBLEM M.2. Let f: S' — S be a reversible topological dynamical system with
no periodic points. Prove that f is uniquely ergodic.

PROBLEM M.3. Let (X, 9, 1) denote a probability space, and let &, n,( be three
partitions of (X, o, ). Prove that:
(

(i) If 7 2 ¢ then H(¢|C) < H(&[n).
(if) H(E vV n[¢) = H(£[C) + H(nlg v ).
(iil) H(£[¢) < H(&ln) + H(n|C).

PROBLEM M.4. Let (X, o, ) denote a probability space, and let 2, C % denote
those partitions with exactly p elements. Define a function

dy: P, x P, — R*

as follows. If £ = {Cy,...,C,} and n = {Ds,...,D,}, set

p
dy(&m) = min B u(Ci & Dogy),
=1

ceB(p

where the sum is over the symmetric group of permutations of {1,2,...,p}. Prove
that d, is a metric.

(&) PrOBLEM M.5. Let (X, #, 1) denote a probability space. Fix p € Nand € > 0.
Prove that there exists § > 0 such that if £, € %, then

dr(&n) <6 = dy&n) <e

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet N

PROBLEM N.1. Let f be a dynamical system on a probability space (X, 4, p).

(i) Prove that
h.(f") =ph.(f), VpeN.

(ii) Now suppose that f is reversible. Prove that

and deduce that h,(f?) = [p|h,(f) for any p € Z.

PROBLEM N.2. Let f be a dynamical system on a probability space (X, 4, 1), and
let g be a dynamical system on another probability space (Y,%,v). Prove that

huxu (f % g) = hu(f) + h.(g).

PROBLEM N.3. Let f be a reversible dynamical system on a probability space
(X,d, p). Prove that if f has a generator £ then h,(f) = 0.

PROBLEM N.4. Prove that a circle rotation satisfies hy(pg) = 0, where A is the
Lebesgue measure.

PrROBLEM N.5. Let f be a topological dynamical system on a compact metric space
X.

(i) Let € M(f). Prove that pu(nw(f)) = 1.

(ii) Prove that hiop(f) = hiop (f]nw(f)). Hint: Use the Variational Principle.

Will J. Merry, Dyn. Systems I, Autumn 2019, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet O

(&) PROBLEM O.1. Let L: E — FE denote a linear dynamical system. Prove that
L is hyperbolic if and only if every eigenvalue A of L has absolute value different
to 1.

PrROBLEM O.2. Let L: ' — E be a reversible linear dynamical system. Define
F° = {v € E| sup | L*v| < oo} :
k>0
F" = {v € E|sup| L™ < oo} .
k>0

Prove that L is hyperbolic if and only if F* N F* = {0}.

PRrROBLEM O.3. Let L: E — FE be a reversible linear dynamical system. Define
G ={veE||L|—0ask— oo},
G'={veE||L " || = 0ask— oco}.

Prove that L is hyperbolic if and only if G* + G* = E.

PROBLEM O.4. Let L: E — FE be a reversible linear dynamical system. Suppose
we can write ' = F' @ @ such that L has matrix form

A 0
L:(C D) FoG— Fad,

with
max {|A™[, | D[P} < 1.
Prove that L is hyperbolic.

(&) PROBLEM O.5. Let L: E'— FE be areversible linear dynamical system. Denote
by r(L) the spectral radius of L, that is, the maximal absolute value of the
eigenvalues of L. Prove that for any ¢ > 0 there is a norm ||+ || on E with associated
operator norm || - ||°P such that

|IL||P < (L) +e.
PROBLEM O.6. Given A > 0, let Ly: R — R denote the linear map
Ly(z) = Az

Suppose 0 < A < pu < 1. Show that Ly and L, are conjugate. Prove however that
it is not possible to choose the conjugating homeomorphism h in such a way that
both h and h~! are Lipschitz.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet P

PROBLEM P.1. Let f: Q2 C E — FE be a dynamical system and suppose u € () is a
hyperbolic fixed point of f. There exists r > 0 such that if v € () satisfies

If*w) —ul| <r, VkeZ,
then v = w.

PrROBLEM P.2. Let f: 2 C F — FE be a dynamical system with a hyperbolic fixed
point u. Prove that given any n € N, there exists a neighbourhood V,, of u such
that any periodic point of f in V,, \ {u} has period greater than n.

(%) PROBLEM P.3. Let (F,| -||r) and (G, | - [lc¢) be finite-dimensional normed
vector spaces. Given a continuous map ¢ : F' — G, define

|9]|* = sup [Y()lle

w0 olle

and let
Y={¢ [¢(0) =0, [[¢|" <oo}.

Prove that (%,]| - |*) is a Banach space, and that the inclusion

(LG I) = (0 1)

is an isometry.

(&) PROBLEM P.4. Let L: F — E denote a hyperbolic linear dynamical system,
with corresponding hyperbolic splitting £ = E* & E".

(i) Show that for any v € E, the stable manifold" W#*(v, L) is given by the affine
space v + E*, and similarly that W*(v, L) = v + E".

(ii) Now let us specialise this to the case E = R?. Let fr: T? — T? denote the
associated hyperbolic toral automorphism (cf. Definition &.13). Prove that
for any = € T?, the stable manifold W"(z, f1) is given by

Wé(z, fr) = m(W?(v, L)),
where m: R? — T? is the projection and v € 7~ 1(x).

PROBLEM P.5. Let fr: T? — T? denote a hyperbolic toral automorphism. Prove
that
#fix(fr) = |det(L —id)|.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.

!Recall from Remark 33.4 that the stable manifold can be defined for any point, not necessarily
a fixed point. In general such a stable “manifold” is not actually a manifold—however in this case
it is.
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Problem Sheet Q

PROBLEM Q.1. Let fr: T? — T? be a hyperbolic toral automorphism (cf. Defini-
tion 8.13). Prove that f; is Anosov.

PROBLEM Q.2. Let (M, m) be a compact Riemannian manifold. Let A C M be a
compact invariant set of a dynamical system f. Let £ C TA\M be a D f-invariant
C° subbundle. Prove that the following conditions are equivalent:

(i) There exists C' > 1 and 0 < p < 1 such that

IDf* (|| < Cpkllv]l, Yz €A, ve E(x), k> 0.

(ii) There exists 0 < A < 1 and n > 0 such that

IDfA @l < Mlell, Ve €A, ve B@), k>n.

(iii) For any # € A and v # 0, € E(x), there exists a n = n(v) such that

D" (x)v]| < flvll.

PROBLEM Q.3. Let f be a dynamical system on a compact smooth manifold M.
Let = € per(f) be a periodic point, and assume that the orbit O¢(x) is hyperbolic
with E%(y) = {0,} for all y € O;(x). Suppose’ x € ay(z) for some z € M. Prove
that z € O¢(z).

PROBLEM Q.4. Let A C M be a hyperbolic set for a dynamical system f. Suppose
that £%(xz) = {0,} for each x € A. Prove that A consists of finitely many periodic
orbits of f.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. = Last modified: June 08, 2020.
'Recall af(z) = ws-1(z)—see Definition 3.5.
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Problem Sheet R

PROBLEM R.1. Suppose E is a finite-dimensional normed vector space with inner
product (-, -) and associated norm || - ||. Prove that for any 6 > 0, there exists ¢ > 1
such that if £ = F & G is a direct sum and £(F,G) > 6, then if || - ||, denotes the
box-adjusted norm from || - || with respect to F'@® G then

1
“loll < flolly < cljoll, Vv e E.

(&) PROBLEM R.2. Let f denote a dynamical system on a compact Riemannian
manifold (M, m) and suppose A C M is an invariant set. Let us say that a con-
tinuous invariant splitting TxM = F*® @ F" is dominated if there exist constants
C >1and 0 < p < 1 such that

IDs*

@ | DF Flrer@yl| < OB, VEEN, 2 € A
If such a setting exists, we say that A is a weakly hyperbolic set'.
(i) Prove that a hyperbolic set is also weakly hyperbolic.

(ii) Suppose F*@® F" and G* @ G" are two dominated splittings of Ty M such that
dim F¥(z) = dim G*(z) for all z € A. Prove that F* = G* and F* = G".

Thus dominated splittings of a given dimension are unique.

(iii) Suppose A is weakly hyperbolic. Prove that A is also weakly hyperbolic. Thus
as in the hyperbolic case, we can without loss of generality assume a weakly
hyperbolic set is compact.

(&) PROBLEM R.3. Let f denote a dynamical system on a compact Riemannian
manifold (M, m) and suppose A C M is a compact invariant set with a dominated
splitting. Prove that there exists a C' neighbourhood U of f in Diff'(M) and
a number a > 0 such that for any ¢ € U, any compact g-invariant set A with
A C B(A,a) has a dominated splitting with respect to g.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.

IThere is another variant on this definition that turns out to be more useful in practice.
A dominated splitting F'* @ F* is said to be strongly dominating if in addition there exists
constants ¢ > 1 and A > 0 such that at least one of

|Df|ps|| <X, VEeEN, z€A.

or
|Df ¥ |pe| <eX¥,  VEeEN, z€A

holds. If a strongly dominated splitting exists, then we say that A is partially hyperbolic.
Partial hyperbolicity sits in between weak hyperbolicity and hyperbolicity:
hyperbolic = partially hyperbolic = weakly hyperbolic.

Many of the results proved in this course extend to partially hyperbolic systems. For example, if
f is a dynamical system with the property that the entire manifold M is a partially hyperbolic
set (i.e. the partially hyperbolic version of Anosov), then hyop(f) > 0.
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(&) PROBLEM R.4. Let f denote a dynamical system on a compact Riemannian
manifold (M, m) and suppose A C M is a compact invariant set. Let £ denote the
Banach space of bounded sections of Ty M:

E =T%A,TyM),

equipped with the norm
[17]lo == sup [|y(2)].
TEA

Consider the linear operator
Lfi E—=E
defined by
Ly(y)(x) = DF(fH(2)y(f 7 (2)).

(1) Suppose Ly is a hyperbolic’ linear dynamical system on £. Prove that A is a
hyperbolic set for f.

(ii) (Hard) Prove the converse to the previous statement: if A is a hyperbolic
set then L; is hyperbolic.

This problem shows that hyperbolic sets on manifolds can be reduced to linear
hyperbolic systems, at the expense of moving into infinite dimensions.

2In case you are confused, the definition of being a hyperbolic linear operator is formally
identical in a Banach space setting. To recap: if (£,|-]) is Banach space and L: £ — £ is a linear
isomorphism, we say that L is a hyperbolic linear dynamical system if £ splits into a direct
sum
E=¢Eaq&"
which is L-invariant in the sense such that there exist constants C' > 1 and 0 < p < 1 such that
IL*¥] < Cu*lloll, Yo €&, Vi>0,

and such that
IL%0]| < Cpflloll, Vo e&", Vk>0.

This is again equivalent to asking that the spectrum of L does not meet the unit circle in C,
although in infinite dimensions this requires the Spectral Decomposition Theorem to prove.



Problem Sheet S

PrROBLEM S.1. Let f: X — X be a reversible dynamical system on a compact
metric space X.

(i) Show that for any » > 0 and any = € X, one has

= |J 7 Wie, (F* (@), 1)) -

k>0

(ii) Let A C X be a compact completely invariant set. Prove that

W*(A, f)={z € X |ws(z) C A},

(&) PROBLEM S.2. Suppose f is a smooth dynamical system on a closed manifold
M. Assume we are given a D f-invariant splitting TM = F*® @ F" of the entire
tangent bundle. Assume that the restriction of this splitting to the non-wandering
set nw(f) is hyperbolic. Prove that the entire splitting is hyperbolic, and hence
that f is Anosov.

PROBLEM S.3. Prove the following enhancement of the Shadowing Theorem 44.3:
Let f be a dynamical system of a compact manifold M and let A C M be an
isolated compact hyperbolic set. Prove that there is ¢g > 0 and Jy > 0 such that
for every 0 < € < g¢ there exists 0 < § < dy such that every d-chain contained in A
is e-shadowed by exactly one point,which in addition belongs to A.

PrROBLEM S.4. Let f : M — M be an Anosov diffeomorphism of a closed manifold.
Prove that if the unstable manifold W*(z, f) is dense in M for every point x then
f is mixing.

PROBLEM S.5. Suppose f is a smooth dynamical system on a closed manifold M.
Assume that nw(f) is hyperbolic. Prove that

w(flaw(s)) = per(f).

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.
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Problem Sheet T

ProBLEM T.1. Let f be a dynamical system on a compact manifold M, and let
A C M be a compact hyperbolic set. Prove that there exists ro > 0 with the
following property: for any 0 < r < rg there exists a § > 0 such that if z,y € A
satisfy d(z,y) < § then

Wier (@, f) O Wige . (y, f) = {2} (T.1)

for a unique point z € M, and moreover the intersection is always transverse.

ProOBLEM T.2. Let A C A x A denote the diagonal. The previous problem tells
us that there is a well-defined map ¢: B(A,d) — M that sends a pair (x,y) to the
unique point z from the right-hand side of (T.1).

(i) Prove that ¢ is continuous.

(ii) Assume that A is isolated. Prove that im¢ C A. Remark: The converse of
this statement is also true—if im ¢ C A then A is isolated—but this is harder
to prove.

(&) PROBLEM T.3. Let f: M — M be a dynamical system on a compact manifold.
Assume that f is Anosov and that' nw(f) = M. Prove that for every point z € M
the stable manifold W#(z, f) is dense in M. Hint: First prove this for the case

x € per(f).

ProBLEM T.4. Let f: M — M be a dynamical system on a compact manifold.
Assume that f is Anosov and that nw(f) = M. Prove that f is transitive.

PrROBLEM T.5. Let f: M — M be an Anosov diffeomorphism on a compact man-
ifold. Prove that f satisfies Axiom A.

Will J. Merry, Dyn. Systems II, Spring 2020, ETH Ziirich. Last modified: June 08, 2020.

Tt is a long-standing conjecture that the non-wandering set of any Anosov diffeomorphism is
always entire manifold (and thus that this assumption is superfluous). This has been proved in
many situations (for example when M is a nilmanifold or infranilmanifold), but remains open in
general. Bonus Problem: Prove this conjecture.
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